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#### Abstract

KM3NeT/ARCA is an underwater Cherenkov detector located 100 km offshore Portopalo di Capo Passero on the south-eastern coast of Sicily. Its main goal is the detection of high-energy neutrinos from astrophysical sources such as supernova remnants. Neutrino interactions with matter are detected as events of different topologies depending on the neutrino flavour and interaction type. The Glashow resonance is a particular type of neutrino interaction in which an electron antineutrino with an energy of about 6.3 PeV interacts with an electron producing a W boson which can decay through different channels. In this thesis, the use of deep learning techniques to distinguish between hadronic and leptonic decay modes of the W boson produced in the Glashow resonance is described.
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## Chapter 1

## Introduction

Neutrinos are the second most abundant particles in the universe after photons of cosmic microwave background[1], although they rarely interact with matter. The probability to detect neutrinos is influenced by two factors: the cross section of the neutrino interaction, which increases with neutrino energy, and the neutrino fluxes whose properties depend on the source. Most of the known neutrino sources emit fluxes that decrease with the neutrino energy following a power-law dependence. Looking at the spectra of the different known neutrino sources, one can see that different sources emit neutrinos in different energy ranges, and that the higher the neutrino energies are, the lower the flux is. Detectors of high energy neutrinos need to compensate the low fluxes by enlarging the detection volume. Neutrino telescopes such as IceCube or KM3NeT/ARCA are designed to cover a volume of $1 \mathrm{~km}^{3}$. The IceCube neutrino detector was built in the ice at the South Pole while the KM3NeT ( $\mathrm{km}^{3}$ neutrino telescope) is currently under construction in the Mediterranean Sea. These detectors implement the "Cherenkov" technique, which is the measurement of Cherenkov radiation induced by secondary charged particles resulting from neutrino interactions in the vicinity of the detector. Neutrino events in neutrino telescopes have different topologies depending on the neutrino interaction channel. The two main topologies are shower-like (where secondary charged particles are either hadrons or electrons) and track-like (with a muon as a secondary charged particle), see Figure1.1. In the energy range between $\sim 4 \mathrm{PeV}$ and $\sim 10 \mathrm{PeV}$, the electron antineutrino cross section is dominated by the Glashow resonance. In this, an electron antineutrino interacts with an electron producing a W boson on the mass shell. The subsequent decay of the W boson can take place through different channels, and each of them could lead to a different event topology. Km3NeT/ARCA is designed for the detection of neutrinos in the $\mathrm{TeV}-\mathrm{PeV}$ range and is therefore suited for the detection and study of
neutrino interactions around the Glashow resonance.


Figure 1.1 - Topologies of neutrino events in KM3NeT.

In this thesis, I investigate the capabilities of the KM3NeT to discriminate between Glashow events according to the decay of the W-boson, hadronic or leptonic cascades. The second chapter gives an overview of neutrino interactions, neutrino oscillations and their sources. The KM3NeT will be presented in detail in the third chapter. The fourth chapter explains the theory of the Glashow resonance. The fifth chapter introduces graph neural networks which are used to conduct the analysis.

## Chapter 2

## Neutrinos

The Standard Model of particle physics classifies elementary particles into fermions and bosons. Fermions are matter particles which are further classified into quarks and leptons. The leptons consist of charged leptons, electron, muon, tau, and their antiparticles, associated to each one of them an electrically neutral (anti)neutrino. Neutrinos interact with matter through weak processes. They also have a property that goes beyond the standard model, a non-zero mass, which in comparison with that of the charged leptons is very small. This property is needed to explain neutrino flavour oscillations phenomena.

### 2.1 Neutrino Interactions

Neutrinos interact through the weak force with nucleons, electrons, or nuclei via two interaction processes: charged current (CC) interaction, in which a $W^{ \pm}$boson is exchanged, neutral current (NC) interaction, mediated by the $Z^{0}$ boson. These neutrino interactions occur across various energy scales.

Figure 2.1 summarizes the CC neutrino cross section across a specific energy range. For energies below $\sim 1 \mathrm{GeV}$, the interactions are predominantly quasielastic scattering (QE). In this, neutrinos scatter off the entire nucleon and change into the corresponding charged lepton. If the interaction takes place through a NC, the interacting neutrino is present in the final state, and no charged lepton is produced. This is a consequence of charge and lepton number conservation. As for the target, the neutron is converted to a proton in a CC interaction. In the case of an antineutrino scattering, the proton is converted to a neutron. At energies above $\sim 1 \mathrm{GeV}$, neutrinos can excite the nucleon producing a baryon resonance state. This interaction


Figure 2.1 - Charged current neutrino interaction with nucleons cross section divided by neutrino energy as a function of energy[2]
is called Resonance production (RES), which then decays producing combinations of nucleons and mesons. Given enough energy, the neutrino can actually begin to resolve the internal structure of the target (interacts with the constituents of the nucleons), a process called deep inelastic scattering (DIS) which dominates at neutrino energies above $\sim 10 \mathrm{GeV}$. CC and NC processes are possible in this interaction, where hadrons are present in both cases as final state particles[2]. Figure 2.2 shows the cross section of CC antineutrino interactions with nucleons. At 6.32 PeV energies, the Glashow resonance interaction dominates over DIS. This interaction will be explained explicitly in chapter 4.


Figure 2.2 - Charged current antineutrino interaction with nucleons cross section divided by neutrino energy as a function of energy[2]

### 2.2 Neutrino Oscillations

in 1957 Pontecorvo proposed the idea of neutrino oscillations by stating that the physical state of neutrinos produced in weak interaction processes is a superposition of neutrino states with definite masses[3]. The mixing of the neutrino mass eigenstates in neutrino flavours is described by a matrix, called Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix. The idea of neutrino mixing leads to neutrino flavor changes (neutrino oscillations). In the case of three flavor neutrino mixing, these flavor and mass eigenstates are related by the PMNS $3 \times 3$ unitary mixing matrix $(U)$

$$
\begin{equation*}
\left|\nu_{\alpha}\right\rangle=\sum_{i=1}^{3} U_{\alpha i}\left|\nu_{i}\right\rangle \tag{2.1}
\end{equation*}
$$

with $\alpha=e, \mu, \tau$. One of the parameterization of the PMNS unitary matrix $U$ has three mixing angles $\theta_{12}, \theta_{23}, \theta_{13}$ and one phase describing the CP violation $\delta_{C P}[3]$.

$$
U=\left(\begin{array}{ccc}
c_{13} c_{12} & c_{13} s_{12} & s_{13} e^{-i \delta_{C P}}  \tag{2.2}\\
-c_{23} s_{12}-s_{13} s_{23} c_{12} e^{i \delta_{C P}} & c_{23} c_{12}-s_{13} s_{23} s_{12} e^{i \delta_{C P}} & c_{13} s_{23} \\
s_{23} s_{12}-s_{13} c_{23} c_{12} e^{i \delta_{C P}} & -s_{23} c_{12}-s_{13} c_{23} s_{12} e^{i \delta_{C P}} & c_{13} c_{23}
\end{array}\right)
$$

where $c_{i j}=\cos \theta_{i j}$, and $s_{i j}=\sin \theta_{i j}$.
The probability of the flavour change for oscillations in vacuum is[3]

$$
\begin{equation*}
P_{\nu \alpha \rightarrow \nu \beta}(L, E)=4 \sum_{i>j}\left(\left|U_{\alpha i}\right|^{2}\left|U_{\alpha j}\right|^{2}\right) \sin ^{2}\left(\frac{\Delta m_{i j}^{2}}{4 E} L\right) \tag{2.3}
\end{equation*}
$$

where $\Delta m_{i j}^{2}$ are the mass squared difference with $\mathrm{i}, \mathrm{j}=1,2,3$.
Neutrino oscillations have been confirmed in several experiments, and the observation of them implies that neutrinos have masses. However, their masses are expected to lie somewhere in the range of only a few eV[4]. The sign of $\Delta m_{12}^{2}$ has been determined to be positive via measurements of solar neutrinos, which are neutrinos originating from the Sun, in the Sudbury Neutrino Observatory (SNO) experiment while the sign of $\Delta m_{31}^{2}$ is still unknown. Therefore, two distinct ways of ordering the neutrino masses are possible, the normal hierarchy with $m_{1}<m_{2}<m_{3}$, and the inverted hierarchy with $m_{3}<m_{1}<m_{2}$. A scheme of these orderings is shown in Figure 2.3.

## Neutrino Mass Hierarchy



Figure 2.3 - Normal and inverted orderings of neutrino masses are shown, where each mass eigenstate has different flavor composition.
$\Delta m_{\text {atm }}^{2} \sim\left|\Delta m_{31}^{2}\right| \sim\left|\Delta m_{32}^{2}\right|$ and $\Delta m_{\text {sol }}^{2} \sim \Delta m_{12}^{2}$ stands for the atmospheric and the solar mass squared differences, respectively. [5].

Neutrino oscillations take place in matter as well. KM3NeT/ORCA will be one of the experiments that will determine the neutrino mass ordering in the next years.

### 2.3 Neutrino Sources

Figure 2.4 is taken from [6], and shows the neutrino fluxes at Earth from different sources. The neutrino energies range between $\mu e V-E e V$, and the flux spans over 52 orders of magnitude. This section focuses on high energy astrophysical neutrinos and atmospheric neutrinos, since they are the two main sources of signal in the KM3NeT which is used to conduct the analysis.


Figure 2.4 - Known neutrino sources and their fluxes as a function of neutrino energies

### 2.3.1 Atmospheric Neutrinos

Atmospheric neutrinos are produced by cosmic rays interacting with the atmosphere of the Earth. There are two types of atmospheric neutrinos, the conventional neutrinos which are produced when the secondary charged pions or kaons decay. Muons are produced in addition to these neutrinos, that may also decay and produce other neutrinos and antineutrinos. The expected ratio of $\nu_{e}: \nu_{\mu}=1: 2$, see equations (2.4, 2.6). Equation 2.5 shows one of the most probable decay channels of the kaons.

$$
\begin{equation*}
\pi^{ \pm} \rightarrow \mu^{ \pm}+\nu_{\mu}\left(\overline{\nu_{\mu}}\right) \tag{2.4}
\end{equation*}
$$

$$
\begin{gather*}
K^{ \pm} \rightarrow \mu^{ \pm}+\nu_{\mu}\left(\overline{\nu_{\mu}}\right)  \tag{2.5}\\
\mu^{ \pm} \rightarrow e^{ \pm}+\nu_{e}\left(\overline{\nu_{e}}\right)+\nu_{\mu}\left(\overline{\nu_{\mu}}\right) \tag{2.6}
\end{gather*}
$$

The second type is prompt neutrinos which are associated with the decay of heavy hadrons.

Neutrino oscillations depend on the path length traveled by neutrinos and neutrinos energies. In the case of two-flavor mixing of neutrinos, one of which is $\nu_{\mu}$, the probability that a $\nu_{\mu}$ traveling a distance $L$ is detected as a $\nu_{\mu}$ is

$$
\begin{equation*}
P_{\nu_{\mu} \rightarrow \nu_{\mu}}(L, E)=1-\sin ^{2}\left(2 \theta_{m}\right) \sin ^{2}\left(1.27 \Delta m_{12}^{2} \frac{E_{e V}}{L_{k m}}\right) \tag{2.7}
\end{equation*}
$$

where $\Delta m_{12}^{2}$ is the squared mass differences of the two related mass eigenstates and $\theta_{m}$ is the mixing angle between these two states. Therefore neutrino oscillations lead to a deviation from the expected flux of a specific neutrino flavor as $L / E$ varies[7].

Atmospheric neutrino flux depends on the zenith angle, where the flux is larger closer to the horizon. This is due to the increased path length traveled by secondary muons, resulting in a higher decay probability for muons. Atmospheric neutrinos are either down-going neutrinos i.e., coming from the atmosphere above, or up-going neutrinos, which come through the Earth and experience oscillations in matter.

As muons traverse the medium, they lose energy through different kinds of interactions with the surrounding matter depending on the energy of the muon. At energies below $\sim 100 \mathrm{GeV}$, the loss is dominated by ionization processes, which is proportional to the density of the medium $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ times the distance traveled in centimeters. This leads to an energy loss of about 2 MeV per $\mathrm{g} / \mathrm{cm}^{2}$. The atmospheric muons pose a significant background to the measurement of neutrinos in KM3NeT, which is being built deep in the Mediterranean Sea to reduce this background. The vertical depth of the atmosphere is about $1000 \mathrm{~g} / \mathrm{cm}^{2}$. Therefore, muons will lose $\sim 2 \mathrm{GeV}$ due to ionization before reaching the ground. At sea level, atmospheric muons arrive with an average flux of about 1 muon per square centimeter per minute[8].

### 2.3.2 Astrophysical Neutrinos

High-energy neutrinos produced in Galactic and extragalactic astrophysical sources are known as astrophysical neutrinos. Neutrinos can escape dense region of astrophysical sources, due to their low cross sections. They are also unaffected by intervening electromagnetic fields along their paths towards the Earth, since they have no electric charge[9].

The measured flux of astrophysical neutrinos is described by a power law energy distribution ( $\propto E^{\gamma}$, with some spectral index $\gamma$ ) ranging between $\sim 10$ $\mathrm{TeV}-\mathrm{PeV}$ energies, but its origin remains unresolved[10].

The IceCube neutrino telescope first observed a diffuse flux (an isotropic diffuse flux generated by extragalactic sources) of high energy astrophysical neutrinos in 2013. Since then, the measurement of a diffuse extragalactic neutrino flux has been confirmed in several detection channels such as cascades and tracks. The atmospheric neutrinos together with atmospheric muons form the background in the search for astrophysical neutrinos[11]. These backgrounds have distinctive spectral, directional, and flavor characteristics that allow their separation from an astrophysical signal. This will be explained in more detail in section 3.2.

The main postulated production models for astrophysical neutrinos are[12]:

1. protons from cosmic accelerators collisions with the ambient matter ( $\pi^{ \pm}$mode)

$$
\begin{gather*}
p+N \rightarrow \pi^{ \pm}, \pi^{0}+X  \tag{2.8}\\
\pi^{ \pm} \rightarrow \mu^{ \pm}+\nu_{\mu}\left(\overline{\nu_{\mu}}\right)  \tag{2.9}\\
\mu^{ \pm} \rightarrow e^{ \pm}+\nu_{e}\left(\overline{\nu_{e}}\right)+\nu_{\mu}\left(\overline{\nu_{\mu}}\right) \tag{2.10}
\end{gather*}
$$

The initial neutrino flavour ratio $\nu_{e}: \nu_{\mu}: \nu_{\tau}=1: 2: 0$, which then oscillates over a very long distance into approximately $\nu_{e}: \nu_{\mu}: \nu_{\tau}=1: 1: 1$ at Earth.
2. protons from cosmic accelerators collisions with radiation fields $\left(\pi^{+}\right.$ mode)

$$
\begin{gather*}
p+\gamma \rightarrow \Delta^{+} \rightarrow \pi^{0}\left(\pi^{+}\right)+p(n)  \tag{2.11}\\
\pi^{+} \rightarrow \mu^{+}+\nu_{\mu}  \tag{2.12}\\
\mu^{+} \rightarrow e^{+}+\nu_{e}+\overline{\nu_{\mu}} \tag{2.13}
\end{gather*}
$$

In this case, we have different production rates of neutrino and antineutrino, with initial flavour ratios of $\nu_{e}: \nu_{\mu}: \nu_{\tau}=1: 1: 0$ and $\overline{\nu_{e}}$ : $\overline{\nu_{\mu}}: \overline{\nu_{\tau}}=0: 1: 0$ which then become at Earth $\nu_{e}: \nu_{\mu}: \nu_{\tau}=14: 11: 11$ and $\overline{\nu_{e}}: \overline{\nu_{\mu}}: \overline{\nu_{\tau}}=4: 7: 7$.

The presence of magnetic fields leads to the deflection of muons before they decay. Which then changes the initial flavour ratio for each scenario. In the case of damped $\pi^{ \pm}$mode the neutrino ratio for $\nu_{e}: \nu_{\mu}: \nu_{\tau}$ changes from 0:1:0 to 4:7:7 at Earth. In the damped $\pi^{+}$mode antineutrinos disappear completely.

## Chapter 3

## KM3NeT

Muons produced in the muon neutrino CC interactions propagate long distances without experiencing energy loses, and the hit pattern along their path follows a track-like signature. On the other hand, the mean free path for electrons and taus is too short compared to the typical distance between optical modules. While electrons experience radiative energy losses leading to photons which in turn produce electron-positron pairs, tau leptons decay. In both cases, a cascade of particles is produced, which lead to a more homogeneous light distribution in the detector. Hadrons produced in the NC neutrino interactions also produce showers. The different event topologies are summarised in Figure 3.1.


Figure 3.1 - The topologies of different neutrino events[13].

The KM3NeT collaboration is currently building two water Cherenkov neutrino detectors in the Mediterranean Sea. Each detector consists of a three-dimensional array of light sensor modules distributed over large volumes. Such sensor modules are also referred to as Digital Optical Modules (DOMs). These are arranged into vertical structures called detection units (DU) or strings, each of which contains 18 equally spaced DOMs. Each string is kept in a vertical position with the help of a buoy. The ARCA (Astroparticle Research with Cosmics in the Abyss) detector is currently being built 100 km off-shore of Portopalo di Capo Passero on the south-eastern coast of Sicily, Italy at a depth of 3500 m . The volume of KM3NeT/ARCA is $\sim 1 \mathrm{~km}^{3}$ and it is optimized for the measurement of neutrinos from astrophysical sources with energies between $\sim 100 \mathrm{GeV}$ and PeV . ARCA will consist of 2 so-called building blocks, each of which will consist of 115 strings. The ORCA (Oscillation Research with Cosmics in the Abyss) detector is being deployed 40 km from the southern coast of France off-shore the city of Toulon[14]. It will consist of a single building block of 115 strings and it's purpose is to measure neutrino oscillation parameters as well as to determine the neutrino mass ordering. For this, ORCA will use atmospheric neutrinos in the range between $\sim 1 \mathrm{GeV}$ and 100 GeV . The geometries of ARCA and ORCA have been optimised for the detection of neutrinos in different energy ranges. The DOMs are placed closer to each other in ORCA than in ARCA. The characteristic distances for each detector are summarised in table 3.1.

| Blocks | String spacing (m) | DOM spacing (m) | Depth (m) | Instrumented mass (Mton) | Building blocks |
| :--- | :---: | :---: | :---: | :---: | :---: |
| ORCA | 23 | 9 | 2470 | 8 | 1 |
| ARCA | 90 | 36 | 3400 | $500^{* 2}$ | 2 |

Table 3.1 - The characteristic of both ARCA and ORCA detectors

### 3.1 Detection Principle

The KM3NeT optical modules detect the Cherenkov radiation induced by the charged particles produced in neutrino interactions. The charged particle moving inside a polarizable medium with molecules excites the molecules, which then de-excite by emitting electromagnetic radiation. These waves move out spherically at the phase velocity of the medium. For particles with speed less than the speed of light in the medium, the radiated waves bunch up in the direction of motion without overlapping. However, if the particle moves faster than the light speed in the medium, the emitted waves interfere and add up constructively leading to a coherent radiation which
is the Cherenkov radiation emitted at an angle with respect to the particle direction. This angle is called Cherenkov angle, which is calculated by

$$
\begin{equation*}
\cos \left(\theta_{C h}\right)=\frac{1}{\beta n} \tag{3.1}
\end{equation*}
$$

where $n$ is the refractive index of the medium and $\beta$ is the velocity of the particle with respect to the speed of light in vacuum. Due to the Cherenkov angle, a light cone is defined around the track of the moving charged particle as shown in Figure 3.2.


Figure 3.2 - Visualization of the Km3net building block with 115 strings, each of which contains 18 DOMs.

For particles with $\beta \approx 1$ propagating in sea water, the Cherenkov angle is $\theta_{C h} \approx 42^{\circ}$. Photons reaching the PMTs produce the so-called hits. A hit contains the position and time of the photon detection. When a set of causally connected hits is detected, the detector triggers an event and the hit positions and times are fitted to models for particle propagation that allow to infer the direction of the incoming neutrino. On the other hand, the amount of hits allow to estimate the neutrino energy.

### 3.2 Signal and Background in KM3NeT

As previously mentioned, the main scientific objective of KM3NeT/ARCA is the detection of high-energy neutrinos of cosmic origin, which then could point back to the astrophysical objects in which cosmic rays are accelerated. KM3NeT/ARCA is sensitive to energy range of $\sim 100 \mathrm{GeV}-\mathrm{PeV}$. The signal produced by astrophysical neutrinos in this detector can be masked by background sources which are atmospheric neutrinos and atmospheric muons. The atmospheric muon background, which is a background source in both ORCA and ARCA detectors, can be significantly reduced by considering only up-going events since only neutrinos can traverse the Earth without being absorbed. Due to this, the KM3NeT/ARCA is more sensitive to Galactic sources (where most potential Galactic sources are in the Southern sky) than the IceCube detector located at the South Pole in the energy range where the signal is expected (a few TeV to a few tens of 10 TeV )[14].

The discrimination between atmospheric and astrophysical neutrinos could be achieved by analysing the spectral distribution of the measured sample. Where at higher energies, a diffuse cosmic neutrino emission is likely to produce an excess of events. This is due to softer atmospheric neutrino spectrum ( $E^{-3.7}$ ) compared to the spectrum expected from cosmic neutrinos (typically $E^{-2}$ ). The astrophysical neutrinos can also be identified by searching for coincidences between its signal and the signal from other astrophysical messengers[15].

The optical background sources in KM3NeT are: bioluminescence, which is the emission of light by bioluminescent organisms present in the deep-sea, and hits from ${ }^{40} \mathrm{~K}$ decays, where ${ }^{40} \mathrm{~K}$ is a radioactive isotope that decays into ${ }^{40} \mathrm{Ca}$. This process then emits electrons with very high energy, which can emit Cherenkov radiation that is detected by the PMTs[16].

### 3.3 Simulation

KM3NeT performs scientific analyses by comparing the distributions of recorded events to reference distributions which correspond to different scientific scenarios. Such reference distributions contain information about the physics model under test, as well as about all the detector performance details. It is therefore not trivial to obtain them, and instead of deriving them analytically, they are obtained from complex simulations that represent as much as possible the data taking conditions. The simulation (Monte Carlo MC) chain is split into the three following main parts:

## 1. Event generation:

In which the generation of particle fluxes (neutrino signal and the atmospheric muon background) incident on the can is done with the consideration of the detector geometry and deep underwater environment. The can is defined as the instrumented volume (volume of a building block) extended by $\sim 3$ photon absorption lengths, which is also known as Cherenkov sensitive volume. Astrophysical and atmospheric fluxes of (anti-)neutrinos of all three flavours are simulated where neutrinos are propagated through the Earth and their interactions are generated in rock and sea water. For reactions outside the can, long-range interaction products (muons) are propagated to the can.
Both NC and CC reactions are simulated. The deep inelastic scattering (DIS) and the Glashow resonance interactions are simulated since they are relevant in the energy regime at which the KM3NeT operates. The propagation of muons in rock and water is performed taking into account both radiative and ionization energy losses, as well as the decay probability of the particle. The average distance travelled by a particle before interacting or decaying is called the range, which depends on the energy of the particle. Figure 3.3 shows this range for all charged leptons in both rock and water. If the atmospheric muons have an energy in the TeV range or above at sea level, they can penetrate the detector. Therefore, they highly contribute to the background which is simulated using MUPAGE[17]. In KM3Net/ARCA gSeaGen is used to generate high energy neutrino interactions[14].

The particles produced by event generation correspond to neutrino interactions which energy spectrum follows a power law with a spectral index $\gamma$ defined by the user. The chosen input parameters determine
the number of simulated interactions in a given solid angle $\Omega$, and volume $V$.i.e., This generated sample doesn't necessarily represent a realistic neutrino flux. To obtain a sample of particles that represents the arrival to the Earth of a certain neutrino flux, weights to each of the events need to be assigned to finally obtain the correct distribution in energy, time, volume and solid angle. This weight is calculated by

$$
\begin{equation*}
W=\frac{V_{g e n} I_{E} I_{\Omega} E^{\gamma} \rho N_{A} \sigma(E) P_{E a r t h}\left(E_{\nu}, \theta\right) t_{g e n}}{N_{g e n}} \tag{3.2}
\end{equation*}
$$

where $I_{E}=\int_{E_{\text {max }}}^{E_{\text {min }}} E^{\gamma} d E, I_{\Omega}=\int_{\theta_{\text {max }}}^{\theta_{\text {min }}} E^{\gamma} d \Omega, N_{A}$ is the Avogadro number, $\rho$ is the mass density per unit volume, $\sigma(E)$ is the cross section of the neutrino-nucleon interactions, $P_{\text {Earth }}$ is the probability that neutrinos propagate through the Earth, $t_{g e n}$ is the (arbitrary) time represented by the simulation, and $N_{\text {gen }}$ is the number of events generated in the simulation.


Figure 3.3 - Ranges of all three charged leptons in rock and water[15].

## 2. Light generation:

The simulation contains information about the positions of all PMTs in a three dimensional space. The Cherenkov radiation emitted along the propagation of the particle is simulated, which then generates hits in PMTs. This is done for the low energy case using the KM3Sim light simulator[18]. For the high energy case, it would require too much computational power. Instead, the probability of a photon arriving at each of the PMTs in the detector is calculated for any particle traveling through the can using JSirene light simulator[19].
3. Detector response simulation:

KM3NeT PMT hits are recorded using the start time and the duration of the signal above a predefined threshold called time-over-threshold (ToT). The PMT analog signal above this threshold is digitised into a hit.

The expected background signal from bioluminescence, dark current and ${ }^{40} K$ decay present in the sea water is simulated by the Trigger Efficiency code which adds background photons to the output of the previous step. Trigger Efficiency also simulates the detector response to the generated light and produces events that look like the observed ones by simulating the effects of the electronics and applying the different triggers[14].

All of this is shown in Figure 3.4. Finally, the events are reconstructed. This reconstruction is achieved by separate algorithms optimized for each event type, Aashowerfit for reconstruction of shower events, and JGandalf for reconstruction of track events. Reconstruction is not a part of the simulation and can be applied on the data in the same way as on MC in the processing chain.


Figure 3.4 - Simulation chain scheme

## Chapter 4

## Glashow Resonance

Glashow resonance was predicted by Sheldon Glashow in 1959[20]. The theory states that an electron antineutrino interacts with an electron producing a W boson on the mass shell, which can then decay either hadronically or into leptons. See Figure 4.1.


Figure 4.1 - Feynamn diagram of the Glashow resonance interaction
The total cross section for the Glashow Resonance is

$$
\begin{equation*}
\sigma_{\text {tot }}^{G R}\left(E_{\nu}\right)=(3+6.3415) * \frac{G_{F}^{2} M_{W}^{4}\left(m_{e}^{2}-m_{\mu}^{2}+2 m_{e} E_{\nu}\right)^{2}}{3 m_{e} E_{\nu}\left(\Gamma_{W}^{2} M_{W}^{2}+2 \pi\left(M_{W}^{2}-2 m_{e} E_{\nu}\right)^{2}\right)} \tag{4.1}
\end{equation*}
$$

where $G_{F}$ is Fermi constant, $m_{e}$ is electron mass, $m_{\mu}$ is muon mass, $M_{W}$ is the W boson mass, and $\Gamma_{W}$ is W boson width. The factor 3 comes from approximately equal cross sections for the leptonic decays. The factor 6.3415 corresponds to the relation between hadronic and leptonic branching ratio of the W boson decay.

As previously stated, the neutrino-electron cross section is usually smaller than the neutrino-nucleon by orders of magnitude. However, the scattering of $\overline{\nu_{e}}$ with electrons is enhanced in the energy range of $4 \mathrm{PeV}-10 \mathrm{PeV}$, where
it exceeds that of DIS by more than two orders of magnitude. This is shown in Figure 4.2.

Assuming the electron is at rest, the antineutrino energy at which the cross section of the Glashow resonance reaches its maximum value is

$$
\begin{equation*}
E_{\nu}=\frac{M_{W}^{2}-m_{e}^{2}}{2 m_{e}} \approx 6.32 \mathrm{PeV} \tag{4.2}
\end{equation*}
$$



Figure 4.2 - Cross sections of neutrino scattering on a nucleon or an electron. The red curve represents the Glashow resonance interaction. The solid curves are for neutrinos and dashed ones for antineutrinos. The blue curves signify the NC deep inelastic scattering interaction for all neutrino flavors. The CC DIS interactions for $\nu_{\mu} / \nu_{e}$ is indicated by purple curves and for $\nu_{\tau}$ by orange curves [21].

Neutrinos from atmospheric sources tend to have lower fluxes in comparison to astrophysical neutrinos in the energy range where the Glashow resonance dominates. These astrophysical neutrinos provide the energy needed to produce a $W^{-}$boson. The decay of the W boson produces either hadronic showers with deposited energy around 6.3 PeV (branching ratio of $\sim 67 \%$ ), or leptons directly with a lower deposited energy (branching ratio of $\sim 11 \%$
for each flavor). In the case of electron presence in the final state, an electromagnetic shower is produced. Meanwhile, the produced muon will survive as a long track, and the tau with a lifetime of $2.9 * 10^{-13} \mathrm{~s}$ decays. A leptonic event is defined as an event where the W boson produced by the Glashow resonance interaction decays into either an electron, a muon or a tau along with their corresponding antineutrinos. In this type of event, neutrinos escape with most of the energy, unlike the hadronic scenario.

The event rate expected from the Glashow resonance in the KM3NeT/ARCA detector within one year is calculated from

$$
\begin{equation*}
\text { Rate }=\Phi \sigma n d \tag{4.3}
\end{equation*}
$$

where $\Phi$ is the integrated anti-neutrino flux in a given time period, $\sigma$ is the cross section of $\overline{\nu_{e}}, n$ is the number density of the medium, and $d$ is the path length of an interacting particle. According to [22], the result is 0.42 event/year.

IceCube has detected one event with a visible energy of $6.05 \pm 0.72 \mathrm{PeV}$. Based on its energy and direction, it is classified as an astrophysical neutrino at the $5 \sigma$ confidence level. Features consistent with the production of secondary muons in the particle shower indicate the hadronic decay of a resonant W boson[23].

## Chapter 5

## Analysing KM3NeT/ARCA Data Using Graph Neural Networks

The reconstruction of the properties of a particle based on the data that was measured by the KM3NeT can be achieved using deep learning techniques. This prediction is an approximation of the real value of the property. The deep Learning techniques applied in this thesis are based on artificial neural networks (ANN), more specifically graph neural networks (GNN), which is a class of artificial neural networks where the processed data are represented by graphs. This chapter will give a brief overview of artificial neural networks, shortly present graph neural networks, and explain how to analyze KM3NeT/ARCA data using deep learning techniques.

Figure 5.1 summarizes the implementation of GNNs for analysing KM3NeT/ ARCA data to perform event identification. KM3NeT/ARCA MC events are represented by graphs, which are then the inputs of the network (GNN). The datasets are split into two sets, training and validation. One would train only over the training set, then the model has learned. After that, the performance of the model is checked with the validation set, where for this model it is done after every epoch. The number of epochs is a hyperparameter that defines how many times the model will loop over the entire training dataset. This training is done over a number of epochs to ensure that the model converges (i.e., model's loss or error moving towards a minimum), where the loss and the accuracy are calculated for both training and validation files.


Figure 5.1 - Implementation of GNNs for Analysing KM3NeT Data

### 5.1 Artificial Neural Networks

An artificial neural network consists of connected artificial neurons (nodes) which can be arranged in layers. The stacking of multiple hidden layers (which are the layers between the input and the output) can enhance the network's ability to reproduce desired values, this method is known as deep learning. Each neuron usually applies the following operation to its N inputs[24]

$$
\begin{equation*}
f\left(x_{1}, . ., x_{1=N}\right)=\Theta\left(\sum_{j=1}^{N} w_{j} x_{j}+b\right) \tag{5.1}
\end{equation*}
$$

which is a sum over every input $\left(x_{j}\right)$, each weighted with a real number $w_{j}$, then adding the bias $b$ (a constant), and after that we apply the activation function $\Theta$. This is an arbitrary function (non-linear function) applied to the inputs, which affects the ability of the network to approximate target functions[25], where the target function is an approximation function that is defined by its free parameters, the weights w and biases b of all the layers in the network. These free parameters need to be chosen to ensure that the output values are as close as possible to the real values of the desired properties, such closeness is defined in terms of some specific metric. To achieve this, we adjust the weights and the biases of the network repeatedly until the difference between the actual output of the network and the desired output reaches a minimum, this procedure is called back-propagation[26].

The difference between the outputs is defined by a cost function, which quantifies the error between predicted and actual outputs. The free parameters are changed in the direction of the negative gradient of the cost function, which is called gradient descent method (see equation 5.2). A cost function therefore measures how well the network approximates the desired output. The purpose of the training process is finding a set of parameters that minimizes the cost function for the whole training dataset

$$
\begin{equation*}
p \rightarrow p-\eta \frac{\partial C}{\partial p} \tag{5.2}
\end{equation*}
$$

where p are the free parameters $(\mathrm{w}, \mathrm{b}), \eta$ is the learning rate, which is the step size of the descent, and $C$ is the cost function.

The sigmoid function is an example of an activation function (see equation 5.3). It is a differentiable function that ranges between $0-1$. For very large or very small x values, the derivative of this function becomes very small (very close to zero) leading to gradient vanishing in deep networks. This is a disadvantage of the function because the derivative of the cost function with respect to a certain parameter $(p)$, that is calculated through the chain rule shown in equation 5.4, depends on the derivative of the output of the network $(F)$ with respect to that same parameter $(p)$. Therefore, the parameters update (see equation 5.2 ) will be very small, which in turn slows the training of deep networks.

$$
\begin{align*}
\Theta(x) & =\frac{1}{1+e^{-x}}  \tag{5.3}\\
\frac{\partial C}{\partial p} & =\frac{\partial C}{\partial F} \frac{\partial F}{\partial p} \tag{5.4}
\end{align*}
$$

Another activation function is the rectified linear unit (ReLU), which is the most used activation function nowadays. This function $f(x)$ is zero when $x<0$, and $\mathrm{f}(\mathrm{x})$ is equal to x for $x \geq 0$. But the issue with this function is that at negative values it becomes zero. The neuron would not receive updates to its weights anymore, and would be stuck in this state. Thus, decreasing the ability of the model to train properly. To overcome this problem, some modifications have been done to the ReLU, like leaky ReLU. See [27] for more details.

Neurons from different layers can be connected in multiple ways. When the input to a specific layer consists only of neurons from the previous layer, it is called a feed-forward network[24]. Figure 5.2 shows a multilayer feedforward neural network.

## Hidden layer



Figure 5.2 - A multilayer feed-forward neural network[28], where $X_{i}$ are the inputs, $w_{i j}$ are the weights, $H_{j}$ are the hidden layers, and $O_{k}$ are the outputs.

The quality of the network's prediction can be assessed on a small sample, called validation dataset. The choice of cost (loss) function is task specific. In the case of a classification task (which is done in this thesis), the categorical cross entropy loss function is chosen, which is defined as

$$
\begin{equation*}
C\left(\vec{y}^{\text {true }}, \vec{y}^{\text {predict }}\right)=-\sum_{i=1}^{n} \vec{y}_{i}^{\text {true }} \ln \left(\vec{y}_{i}^{\text {predict }}\right) \tag{5.5}
\end{equation*}
$$

where for n different categories, $\vec{y}^{\text {true }}$ is the desired output, and $\vec{y}^{\text {pred }}$ is the prediction of the network. The categorical cross entropy loss function is often used together with the softmax activation function, which is a generalized sigmoid function for multiple neurons and is used exclusively in the last layer of classification networks. The outputs of softmax function are between zero and one[24].

### 5.2 Graph Neural Networks (GNNs)

Graphs are a type of data structure which defines a set of objects (nodes) and their relationships (edges)[29]. Graph neural networks working principle is based on recursive neighborhood aggregation (or message passing procedure), in which the new feature vector of a certain node is computed by aggregating feature vectors of its neighbors. Then after k (which is the chosen number of neighbors) iterations of aggregation, the node is represented by a vector which contains the structural information within its neighborhood of radius k. The representation of the whole graph can then be obtained through pooling, which is an operation that summarizes values of each channel of the input data independently into a single one. It plays a crucial role in reducing the size and complexity of deep learning models while preserving important features and relationships in the input data [30].

Graph neural networks are chosen for the architecture of the network for KM3NeT because the KM3NeT data closely resembles point clouds (discrete set of data points in space)[31]. To encode the information of an event as a graph, each hit is represented by a node, where each node has its features and is connected to its k nearest neighbours in terms of a chosen distance, see Figure 5.3. The features of the node are the coordinates of the hit it represents (time and $\mathrm{x}, \mathrm{y}$, z-position of the PMTs, and PMTs pointing direction). The hits of an event are then fed to classification and reconstruction algorithms.


Figure 5.3 - Graph representation of a random event, where each node represents a hit, and each node is connected to its eight nearest neighbors by edges in terms of the euclidean distance in $\mathrm{x}, \mathrm{y}, \mathrm{z}$ and t . The arrows are pointing away from the neighbors, and towards the central node[24].

The model architecture (the design of the model) of the GNN used in this thesis is based on the ParticleNet model[32]. As seen in Figure 5.4a, it consists of three edge convolutional blocks (cf. below for an explanation) followed by a channel-wise global average pooling operation, which aggregates the learned features over all nodes. After that, a fully connected layer with 256 units (the number of nodes in a dense layer) and the ReLU activation function are added. Another fully connected layer but with two units is applied, then a softmax function, which generates an output for the binary classification task is used. The original model was changed for the work in this thesis by removing the dropout in the first layer after the pooling.

The first edge convolutional block (EdgeConv block) of ParticleNet architecture finds the k nearest neighboring nodes for each node, where it uses the coordinates of each node to compute the distances. Then, edge features are constructed from the features input using the indices of k nearest neighboring nodes. These features are time and $\mathrm{x}, \mathrm{y}, \mathrm{z}$-positions of the PMTs, and PMTs pointing directions. Given two nodes $\overrightarrow{n_{i}}, \overrightarrow{n_{j}}$ with a number of features, the edge features $\overrightarrow{e_{i j}}$ going from node i to node j are defined as

$$
\begin{equation*}
\overrightarrow{e_{i j}}=\left(\overrightarrow{n_{i}}, \overrightarrow{n_{j}}-\overrightarrow{n_{i}}\right) \tag{5.6}
\end{equation*}
$$

Each edge features vector is then fed to a multilayer perceptron (MLP), which consists of three layers with a constant number of neurons per layer. The MLP returns an update vector as output, the weights of this MLP are shared among all nodes in the graph. The number of neurons in the last layer of the MLP determines the number of output features. The updated node features are calculated by taking a mean over the update vectors. This MLP is then followed by a batch normalization, and a ReLU. The batch size is a hyperparameter defined as the the number of training samples to go through before updating the model's internal parameter (weights and biases), where training data are sampled in batches. During training, the parameters of a certain layer keep changing, which leads to a change in the output distributions. The subsequent layers use this output as their input, and therefore must keep adapting to this change. This causes the network training to slow down. The purpose of batch normalization is to speed up the training process, which is achieved by setting the mean of each feature over the whole batch to zero and the variance to one[33].

The EdgeConv operation consists of three layers, where each one of them contains the multilayer described above, the batch normalization, and the ReLU. An EdgeConv block is defined by two hyperparameters, the number
of neighbors k , and the number of channels $\mathrm{C}=(\mathrm{C} 1, \mathrm{C} 2, \mathrm{C} 3)$, where C 1 , $\mathrm{C} 2, \mathrm{C} 3$ are the number of nodes in each linear transformation layer. All of this is shown in Figure 5.4a, where $\mathrm{k}=16$ for all three blocks, and C for the EdgeConv blocks are $(64,64,64),(128,128,128)$, and $(256,256,256)$, respectively[32]. In parallel to the EdgeConv operation, the input features are passed directly to the end of the EdgeConv. These features are then added to updated features, which are the outputs of the three layers in the EdgeConv.

a The architectures of the ParticleNet

b The Edge Conv block structure

Figure 5.4

### 5.3 Deep Learning Software in KM3NeT

An open software was developed to facilitate the use of deep learning techniques in KM3NeT. This software is split into two Python packages:

OrcaSong ${ }^{1}$, which is used for pre-processing KM3NeT files into a format suitable for machine learning use. This is done in two main steps:

- First, generation of hdf5 DL files: originally we have root files from which we extract hdf5 files, then we produce hdf5 DL files. DL files consist of two datasets, the samples $x$ (in our case the full hit information for graphs generation), and the labels y contains labels and other event information. The configuration files define the kind of information in these datasets.
- Second, splitting the files into training and validation files: this is done according to the configuration file used. The validation set, which is used to evaluate the performance of models with different hyperparameter values, is smaller than the training set. The training and validation files are then concatenated and shuffled to make sure that the order of events in the files is as random as possible.

OrcaNet ${ }^{2}$, which does the training of the networks. At first, we construct the model from the configuration files, then we train the model. Three configuration files can be used to set up OrcaNet:

1. list.toml: Contains paths of training and validation DL (shuffled) files which were created in the previous step by OrcaSong.
2. config.toml: This file includes hyperparameters of the network, which will be used during the training, like the learning rate or the batchsize.
3. model.toml: Defines the architecture of the model. As mentioned in the previous section, the ParticleNet model is used.

The training is done over a number of epochs. After that, the prediction of the network can be saved to an hdff file, where the network with the lowest validation loss across the entire training history will be loaded automatically[24].

[^0]
## Chapter 6

## Analysis and Results

In this thesis, KM3NeT/ARCA files are used to try to discriminate between Glashow events according to the decay of the W boson, hadronic or leptonic channels. This chapter reports on the details of how the analysis was conducted and shows the results of this analysis.

### 6.1 Analysis

As mentioned in chapter 5, the analysis is conducted using deep learning techniques. The deep learning software that was developed in KM3NeT consists of the OrcaSong and OrcaNet python packages that are used to extract the files, build and train the network which then would be able to predict the desired quantities (the type of the events). All of this is summarized in Figure 6.1.


Figure 6.1 - The steps that need to be done to finally have a network that can classify the events, starting from the root files up to saving the prediction of the network.

The extraction of hdf5 files from the KM3NeT root files is done on the trigger or reconstruction level since at these levels hits have been triggered. Therefore, the data can be represented by graphs, which are then the inputs of our network. The output files (hdf5) are saved to the indicated output path.

OrcaSong is then used to extract hdf5 DL files from these hdf5 files. This is done by searching for hdf5 files in the input directory, and then running orcasong on each of them producing an hdf5 DL file. The output files are stored in the indicated output path. The OrcaSong configuration file is passed as one of the command line inputs. This configuration file specifies the mode, which is "graph" in our case, since GNNs are being used, and the extractor which indicates the function that extracts information from an event (information contained in x and y ) in the h5 files. These functions are defined in OrcaSong ${ }^{1}$ (OrcaSong/orcasong/extractors/ neutrino_chain.py). For our analysis, an additional function "get neutrino mc info extr glashow (input_file)" was defined. This function classifies Glashow resonance events according to the decay of the W boson, hadronic or leptonic indicating the decay mode for each one of them. In MC truth the particles produced by each event are defined in an array where the first particle is the primary neutrino, the second particle is the target and so on. For Glashow resonance events the 5 th particle is the W boson which then decays. If the 6 th particle which is the result of this decay is an electron, a muon or a tau then the event is classified as leptonic event, otherwise it is identified as a hadronic event. The OrcaSong configuration file can also contain additional information such as the maximum number of hits $(=2000)$. This is defined as the limit for the number of hits that can be supplied for each event, which is due to computational limitation where reducing the number of hits per graph reduces the memory burden. If the number of hits in events exceeds the maximum, they are randomly removed until the threshold is reached, where the number of hits that need to be removed on average depends on the number of hits in each event. In order to reduce the number of hits, a time cut is applied. In our case, hits outside the time window of $[-1000,5500]$ ns are removed since according to previous studies, most of signal hits coming from Glashow resonance decay modes are inside this interval. This time window is also defined in the configuration file.

[^1]The hdf5 DL files are split into training and validation files. This is achieved by defining another configuration file which splits the datasets, and then running the command orcasong make_data_split config.toml. After that, the training and validation files are concatenated and shuffled to ensure that the order of events is as random as possible. The shuffling is only necessary for training files since the order of events in the validation files, where the weights are constant, is not important.

OrcaNet is used to build and train the network, then the prediction of the fully trained network can be saved to an hdff file. In order to start the training of a new model, an OrcaNet directory is created in which the three following configuration files are defined:

1. list.toml: Contains paths of training and validation DL (shuffled) files created in the previous step by OrcaSong.
2. config.toml: Defines the hyperparameters of the network. For the model used in this study, batchsize $=32$ and learning rate $=[0.025,0.02]$, which were optimized in previous studies. In Classification tasks the label is required to be in one-hot encoding, which is a technique used to represent categorical data as vectors of zero elements except for one element, which is set to 1 . For example, the classes $\{1,2,3\}$ need to be encoded as vectors $(1,0,0),(0,1,0),(0,0,1)$. This is done in OrcaNet by using user-defined functions known as modifiers. The onehot encoding function is already implemented in OrcaNet and can be used by specifying it as a string in the config.toml file, where the corresponding string is "ClassificationLabels"[24]. The classes are class $1=$ 0 corresponding to hadronic decays, and class $2=1$ which corresponds to leptonic decays.
3. model.toml: Defines the architecture of the model which is based here on the ParticleNet model. For this network, the EdgeConv block is defined by k nearest neighbors $=10$ for all three blocks, and the number of channels C for the EdgeConv blocks, which is defined in section 5.2, is $(64,64,64),(128,128,128)$, and $(256,256,256)$, respectively. Batch normalization and pooling are applied.

The optimizer that is used in our model is 'adam' optimizer, which aims to speed up the convergence of network training by varying the step size, where it adapts to the current situation of convergence, and allows different free parameters to have different effective step sizes. The cost function applied here is categorical cross entropy since it's a classification task.

Running the command line tool "orcanet train name of directory" will by default train for an unlimited number of epochs, unless the number of epochs is indicated (--to_epoch number of epochs). If the training is interrupted it can resume from the last auto-generated checkpoint by running the "orcanet train name of directory" command again. The prediction of the network then can be saved to an hdff file by running the command "orcanet predict name of directory", then the network with the lowest validation loss across the entire training history will be loaded automatically.

### 6.2 Results

In the analysis, 48 root files were used with a total number of events of 142908 (weighted total number of events is $\sim 42046$ ). The energy distribution of these events, which is the energy of primary antineutrinos for the Glashow resonance interaction, ranges between $10^{5}-10^{8} \mathrm{GeV}$ and is shown in Figure 6.2. One can see that both event classes have almost equal energy distributions, and the Glashow resonance is visible around 6.3 PeV (as expected), this resonance leads to asymmetric distributions.


Figure 6.2 - The energy for both leptonic and hadronic events.
These files are then split into training files (80\%) and validation files $(20 \%)$. The network is trained, and its prediction is saved. The loss of this network for both training and validation, which assesses how well the network is working, is shown in Figure 6.3. This network was trained for 45 epochs and validation was applied after every epoch. As seen in this Figure, the value of the loss is decreasing towards a minimum loss as the network trains for more epochs. After 36 epochs the loss value is hardly changing indicating that the network converges. The minimum training set size of GNNs is not a fixed value, it depends on many factors like the complexity of the problem and the chosen algorithm. However, it is concluded that this is sufficient data for a meaningful training based on Figure 6.3, where there is no underfitting or overfitting observed (where they might indicate that the size of the training dataset that is used is not enough).


Figure 6.3 - The loss for both training and validation of a network trained for 45 epochs. The validation is done after every epoch.

The performance of the network can also be assessed by quantities that are not differentiable with respect to the model's weights, these quantities are known as metrics in Deep Learning. Accuracy is a metric that is used in binary classification tasks, which in our case is defined as the number of correctly classified events with respect to the total number of events. If the prediction of the network is the same as the true label of the event, it is defined as true positive (TP). In case they don't match, then it is defined as false positive (FP). In an analogous way, one can define true negatives (TN) and false negatives (FN). The accuracy can be calculated by

$$
\begin{equation*}
\text { Accuracy }=\frac{T P+T N}{T P+T N+F P+F N} \tag{6.1}
\end{equation*}
$$

Figure 6.4 shows the accuracy of the network, where it increases for higher number of epochs. Finally, it reaches a value of $\sim 0.9$ (high accuracy) for 45 epochs.

The prediction of the network gives the result shown in Figure 6.5, which is the leptonic score for both hadronic and leptonic events. A threshold (or a cut) is chosen for this binary classification above which the prediction is defined as positive, where positive and negative terms indicate how the sample was labeled by the classifier (hadronic events $=0$ and leptonic events $=1$ ).


Figure 6.4 - The accuracy for both training and validation of a network trained for 45 epochs. The validation is done after every epoch.

For a specific cut (e.g. leptonic score $=0.4$ ), the prediction of the network is interpreted as a leptonic event for prediction values larger than this cut, or as a hadronic event otherwise.


Figure 6.5 - The leptonic score for hadronic and leptonic events.

In Figure 6.5, the leptonic score for hadronic events mostly has low values while it is approximately homogeneous for leptonic events (i.e., leptonic events have sufficient events across all leptonic score values). Nevertheless, the discrimination between the two event classes is possible.

Two other metrics can be quantified for each cut from Figure 6.5: efficiency, which is the fraction of correctly classified events, and purity is defined as the fraction of classified events being correctly classified. Mathematically, efficiency and purity are calculated by

$$
\begin{gather*}
\text { Efficiency }=\frac{T P}{T P+F N}  \tag{6.2}\\
\text { Purity }=\frac{T P}{T P+F P} \tag{6.3}
\end{gather*}
$$

Efficiency is also defined as the probability that a positively labeled sample will be predicted as positive, and purity is the probability that a positively predicted sample is in fact a true positive.

Both purity and efficiency depend on the cuts. Figures 6.6 a and b show this dependency of the purity and the efficiency for both leptonic and hadronic events, respectively. There is a tradeoff between purity and efficiency. For leptonic events, at efficiency higher than $\sim 0.8$ the purity starts decreasing while hadronic events of purity values less than $\sim 0.8$ the efficiency is 1 .


Figure 6.6 - Purity vs efficiency.

The leptonic score for all four possible decay modes of the W boson is shown in Figure 6.7. The total number of events is 142908 which consists of 11407 Glashow resonance events where the W boson decays into an electron and an electron antineutrino, 50207 Glashow resonance events in which the W boson decays into a muon and a muon antineutrino, 13684 Glashow resonance events with the W boson decaying into a tau and a tau antineutrino, and 67610 events for the hadronic channel of the W boson decay. The leptonic events add up to 75298 events, which differs only slightly from the number of hadronic events. The number of events in which the W boson decays into $\mu+\bar{\nu}_{\mu}$ is higher than the number of each of the remaining leptonic events.


Figure 6.7 - The leptonic score for all events, where em indicates electromagnetic showers, muon indicates events of W boson decays into a muon and a muon antineutrino, tau stands for decay modes of W boson into a tau, and had is for hadronic showers.

### 6.3 Running Checks on The Network

The results show that the network can discriminate between the two event classes. However, three checks were done on the network to ensure it is working properly.

### 6.3.1 Check 1

The correlation coefficients between observables, which include primary observables (the number of triggered hits and the number of hits) and derived observables (reconstruction algorithms variables), as well as the leptonic score were calculated to see if the discrimination between both classes of events could be visible without the help of a GNN. This correlation coefficient is defined as

$$
\begin{equation*}
\text { Corr }=\frac{\Sigma\left(x-m_{x}\right)\left(y-m_{y}\right)}{\sqrt{\Sigma\left(x-m_{x}\right)^{2} \Sigma\left(y-m_{y}\right)^{2}}} \tag{6.4}
\end{equation*}
$$

where $m_{x}$ is the mean of $x$ and $m_{y}$ is the mean of $y$.
The correlation coefficient can have a value between -1 and 1 . This coefficient defines the strength and direction of the relationship between variables. For positive correlation, if one variable changes the other one changes in the same direction. If there is no relationship between the variables, the coefficient's values is 0 while negative values of correlation (anti-correlated) indicate that when one variable changes, the other variables change in the opposite direction.

Figure 6.8 shows the correlations between the observables with the addition of leptonic score. The red color has a value of 1 , white indicates correlation value of zero, and blue is for -1 correlation value.


Figure 6.8 - The correlation between observables with the addition of leptonic score.

The most common color in Figure 6.8 is white indicating that there is no relationship between most of the observables. Figure 6.8 shows that some observables anti-correlate and correlate with the leptonic score (referred to in the Figure as is_leptonic which is the first bin of the matrix). 1D histograms for these observables were generated to investigate more.

Figures 6.9 a and 6.9 b show the distributions of triggered hits and total number of hits for both classes. One can see that the distribution of triggered hits is almost uniform in both cases while for the total number of hits, the distributions are right skewed with slight different skew between both classes.


Figure 6.9 - The number of both triggered hits and hits for leptonic and hadronic events.

The jmuon_JENERGY_CHI2 parameter distribution for both hadronic and leptonic events is shown in Figure 6.10a, which appears to be left skewed. Figure 6.10b shows the jmuon_JGANDALF_CHI2 parameter distributions which seem to be different. However, it is hard to conclude whether these variables could help to discriminate between the two event classes.


Figure 6.10 - 1D histograms of some derived observables for leptonic and hadronic events.

Figures 6.11a and 6.11b show the distributions for variables related to the muon reconstruction algorithms. For hadronic events in Figure 6.11a, the distribution is left skewed. On the other hand, the distribution is right skewed for leptonic events. The distributions in Figure 6.11b don't show any appreciable differences between leptonic and hadronic events.


Figure 6.11 - 1D histograms of some derived observables for leptonic and hadronic events.

The distribution of the parameter shown in Figure 6.12a is left skewed. Figure 6.12 b shows no differences between the distributions of different event classes.


Figure 6.12 - 1D histograms of some derived observables for leptonic and hadronic events.

Figures 6.13a, 6.13b, and 6.14 for different derived observables distributions show a shift between the two distributions of the event classes. The shift is not so evident for Figure 6.13b, but one can still see a difference between the two classes.


Figure 6.13 - 1D histograms of some derived observables for leptonic and hadronic events.


Figure 6.14-1D histograms of some derived observables for leptonic and hadronic events.

An additional variable was calculated for both MC and reconstructed events, the sphericity. It is an event shape variable that describes how spherical is the event. An isotropic event has a sphericity=1 while a 2 -jet event corresponds to sphericity $=0$.

The sphericity tensor is calculated in terms of the four-momentum vectors of the particle $p_{i}=\left(\vec{p}_{i}, E_{i}\right)$ with $\mathrm{i}=1,2, \ldots, \mathrm{n}$, where n is the number of particles in the event[34]. The sphericity tensor is

$$
\begin{equation*}
S^{\alpha \beta}=\frac{\sum_{i} p_{i}^{\alpha} p_{i}^{\beta}}{\sum_{i}\left|\vec{p}_{i}\right|^{2}} \tag{6.5}
\end{equation*}
$$

where $\alpha, \beta=1,2,3$ are the x , y and z components. By diagonalizing $S^{\alpha \beta}$, three eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \lambda_{3}$ are found, where $\lambda_{1}+\lambda_{2}+\lambda_{3}=1$. The sphericity of the event is then defined as

$$
\begin{equation*}
S=\frac{3}{2}\left(\lambda_{2}+\lambda_{3}\right) \tag{6.6}
\end{equation*}
$$

so that $0 \leq S \leq 1$.
The sphericity is calculated for both event classes to see if it can be used to discriminate between hadronic and leptonic events, where hadronic showers with 2-jets have sphericity values close to zero while electromagnetic showers sphericity values are close to 1 since they are expected to be more isotropic.


Figure 6.15 - The Sphericity for both leptonic and hadronic events.

The momentum for this sphericity in Figure 6.15a is calculated from the $\mathrm{x}, \mathrm{y}$, and z directions of the mc_tracks of the events.

Figure 6.15 a shows the distribution of the sphericity which shows a differnce between both classes. As for the reconstructed sphericity, the momentum is calculated from the difference between the $\mathrm{x}, \mathrm{y}$, and z positions of both hits and reconstructed tracks of the events. This method of calculating the reconstructed sphericiy is taken from previous studies done on the tau neutrinos. The distribution of the reconstructed sphericity is shown in Figure 6.15b. One can see the sphericity is distributed over the full range of 0 and 1 for both classes of the events and there are no strong differences between the two event classes.

To summarise, there's not a single variable that could be used to achieve the discrimination power observed in the results of the GNN. Nevertheless, there were appreciable differences between the distributions of leptonic events and hadronic events for a few variables which are mostly related to the muon reconstruction algorithms. This seems to indicate that one of the event classes is more similar to muon events than the other. To confirm this, a second check was performed which is explained in section 6.3.2.

### 6.3.2 Check 2

The branching ratios of each of the decay modes mentioned in section 5 were calculated. The resulting unweighted, weighted branching ratios of the decay channels of the W boson are shown in Figure 6.16 respectively, which are then compared with the expected branching ratios. As seen in this Figure, The resulting branching ratios differ from the expected ones.


Figure 6.16 - The branching ratios (BR) of the decay channels of the W boson. The KM3NeT Simulations unweighted and weighted branching ratios are calculated from the root files, where the left one is the unweighted, and the one in the middle is the weighted.

Most of the contribution in the resulting branching ratios of the leptonic channels ( $\sim 52.7 \%$ ) is from muons, as previously stated. The large number of produced muons could be the reason why the network was able to discriminate between leptonic and hadronic events since muons have a track like signature which is different (easier to distinguish) from the shower like ones expected from other events.

To investigate whether the number of these track events affect the performance of the network, the network was trained again with the exclusion of events where the W boson decays into $\mu+\bar{\nu}_{\mu}$. The results are shown in Figure 6.17. This Figure indicates that the network is still able to discriminate between the two different event classes, where the leptonic score for hadronic events mostly has low values while for leptonic events, it is approximately homogeneous but has few more events in the low leptonic score region in comparison with the leptonic score where all decay modes of the leptonic channel of W boson were included. However, if the distribution is flat beyond 0.5 , but the increasing statistical uncertainty does not allow us to draw this conclusion. Then this would indicate that the discrimination is
not possible, which leads to the fact that the network is potentially a track vs shower classifier.


Figure 6.17 - The leptonic score for hadronic and leptonic events (without events where the W boson decays into $\mu+\bar{\nu}_{\mu}$ ).

### 6.3.3 Check 3

The last check was training the network again but this time with the exclusion of hadronic events to distinguish between leptonic and leptonic events, where the total number of events used was 9316 . Figure 6.18 shows that the network was unable to distinguish between them, and therefore is working as expected.


Figure 6.18 - The leptonic score of leptonic and leptonic events.

### 6.4 Other Investigations

The decays of pions and kaons are not included in this simulation, where these decays produce early hits by muons. Unfortunately, there was no time to prepare these simulations for training. However, a small set of simulations were produced where it was possible to include these decays. This is shown in Figure 6.19, where the number of particles for a specific event were counted for both decays disabled and decays enabled cases. As seen in this figure, the enabled case has more particles due to the additional particles produced from these decays including muons. However, the number of particles produced by the decays are not as excpected. For example, in the case where decays are disabled, there are four $\pi^{-}$, which then decay into two $\mu+\bar{\nu}_{\mu}$. The number of particles doesn't add up, which needs to be further investigated. Despite the fact that the first simulation used in our network didn't enable these decays, the network was able to discriminate between the two event classes.

a Decays disabled.
b Decays enabled.

Figure 6.19 - The number of particles for a specific event, for both the enabled and disabled cases. The x -axis shows the particles and y -axis is the number of particles.

In addition, the branching ratio values produced by the current simulation are wrong. Figure 6.20 shows branching ratio values, where the branching ratio of the hadronic events in this new simulation (the one in the middle) is higher than that of the old simulation (the one on the left). The branching ratios of the new simulation are still a little bit different from that of the expected ones as well. Further investigations should be done in this regard.


Figure 6.20 - The branching ratios of W boson decays. The old simulation branching ratios are the ones on the left. In the middle, the new simulation branching ratios are shown, and the expected branching ratios are shown on the right.

## Chapter 7

## Summary and Outlook

In this thesis, investigations of the capabilities of KM3NeT/ARCA to discriminate between Glashow events according to the decay of the W-boson, hadronic or leptonic cascades, were conducted using deep learning techniques. The data were represented by graphs which are then used as an input to a network (GNN). The results showed that the network was able to discriminate between the two event classes. The network was checked using three approaches to ensure that it was working properly. The first check showed that by looking into the correlations between observables and the leptonic score, there's no evidence that a single observable allows to discriminate between both classes of events. Nevertheless, a few of them showed small differences which combined could explain the results of the GNN. The second check in which we excluded the events where the W boson decays into $\mu+\bar{\nu}_{\mu}$, showed that the network can still discriminate between leptonic and hadronic events. In the last check, the events where the W boson decays into hadrons were excluded. This was done to see if the network would be able to distinguish between leptonic and leptonic events, which was not possible, thus indicating that the network is working as expected. In the end, none of the checks indicated that the network should be working otherwise.

The next step would be to produce new simulations that include the decays of pions and kaons, train the network using these simulations, and see if the network would be able to discriminate. Also, the wrong branching ratio values for the decay modes of the W boson and the number of particles after enabling the decays need further investigations.
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