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Abstract

Monte Carlo simulations of extensive air showers, their Cherenkov emission, and the
telescope response to this emission are essential to many modern Imaging Air Cherenkov
Telescope (IACT) experiments and their event reconstruction techniques. Therefore, the
validity of these simulations is of critical importance for all scientific analyses performed
with the reconstructed data. One such Imaging Air Cherenkov Telescope (IACT) array
is the High Energy Stereoscopic System (H.E.S.S.), featuring four small (CT1-4) and
one central large-mirror telescope (CT5). A recent analysis of CT5 Crab data revealed
a mismatch of ≈46% in the reconstructed spectral norm compared to results using
CT1-4, found to be caused by an incorrect telescope response simulation. CORSIKA is
used for the air shower and Cherenkov emission simulation and sim telarray to simulate
the telescope response. This work presents the author’s significant contributions to
this Monte Carlo validation effort. Multiple discrepancies between observations and
simulations are identified and include the size of the optical Point Spread Function
(PSF), the atmospheric transmission profile, the telescope trigger thresholds, the mirror
reflectivities, and the Night Sky Background (NSB) settings. The observed deviations
are reduced to satisfactory levels, resulting in a better match between the simulated
and observed telescope trigger rates. Post-validation, the deviation of the reconstructed
spectral norm is reduced to 11% and now matches previous results within systematic
errors.
A 3D analysis of Crab data using the ABRIR method for improved background rejection
is presented and compared to the results obtained with the existing BDT approach. No
statistically significant difference is found for the derived spectral and spatial parameters.
Whilst the significance of calculated flux points below 10TeV is reduced, it rises again
for higher energies when the ABRIR method is used.
Background events can also be rejected by an array of telescopes that issue an event-wise
veto. A candidate for such a telescope is the IceACT telescope. It is a low-cost (<10 ke)
and compact IACT conceived initially as part of the surface detector of IceCube. This
work presents a simulation of a modified version of this telescope with TARGET, based
on CORSIKA and sim telarray. The simulation implementation is discussed extensively
and validated on data acquired during a joint measurements campaign with the H.E.S.S.
array in early 2019. The determined proton energy threshold Ep

th = (11.3± 0.5)TeV is
in agreement with previous estimates.





Zusammenfassung

Monte-Carlo-Simulationen ausgedehnter Luftschauer, ihrer Cherenkov-Emission und
der Reaktion des Teleskops auf diese Emission sind für viele moderne Imaging Air
Cherenkov Telescope (IACT) Experimente und deren Energierekonstruktionstechniken
unerlässlich. Daher ist die Gültigkeit dieser Simulationen von entscheidender Bedeutung
für alle wissenschaftlichen Analysen, die mit den rekonstruierten Daten durchgeführt
werden. Ein solches Imaging Air Cherenkov Telescope (IACT)-Array ist das High
Energy Stereoscopic System (H.E.S.S.), das aus vier kleinen (CT1-4) und einem zen-
tralen Großspiegelteleskop (CT5) besteht. Eine kürzlich durchgeführte Analyse der
Krebsnebel-Daten von CT5 ergab eine Abweichung von ≈46% in der rekonstruierten
Spektralnorm im Vergleich zu den Ergebnissen von CT1-4. Diese Abweichung wurde
auf eine fehlerhafte Simulation der Teleskopreaktion zurückgeführt. In dieser Arbeit
werden die wesentlichen Beiträge des Autors zu dieser Monte-Carlo-Validierung vorge-
stellt. CORSIKA wird für die Luftschauer- und Cherenkov-Emissionssimulation und
sim telarray für die Simulation der Teleskopreaktion verwendet. Es wurden mehrere
Diskrepanzen zwischen Beobachtungen und Simulationen identifiziert, darunter die
Größe der optischen Point Spread Function (PSF), dem atmosphärische Transmissions-
profil, den Triggerschwellen, den Spiegelreflexionsgraden und den Night Sky Background
(NSB)-Einstellungen. Diese Abweichungen werden auf ein zufriedenstellendes Niveau
reduziert, was zu einer besseren Übereinstimmung zwischen den simulierten und beob-
achteten Triggerraten der Teleskope führt. Nach der Validierung ist die Abweichung
der rekonstruierten Spektralnorm auf 11% reduziert und stimmt nun mit den früheren
Ergebnissen innerhalb der systematischen Fehler überein.
Eine 3D-Analyse von Krebsnebel-Daten unter Verwendung der ABRIR-Methode zur
verbesserten Hintergrundunterdrückung wird vorgestellt und mit den Ergebnissen ver-
glichen, die mit dem bestehenden Boosted Decision Tree (BDT) Ansatz erzielt werden.
Für die abgeleiteten spektralen und räumlichen Parameter wird kein statistisch signifi-
kanter Unterschied festgestellt. Während die Signifikanz der berechneten Flusspunkte
unterhalb von 10TeV abnimmt, steigt sie für höhere Energien wieder an, wenn die
ABRIR-Methode verwendet wird.
Hintergrundereignisse können auch durch eine Reihe von Teleskopen zurückgewiesen
werden, die ein ereignisbezogenes Veto einlegen. Ein Kandidat für ein solches Teleskop
ist IceACT. Es ist ein kostengünstiges (<10 ke) und kompaktes IACT, das ursprünglich
als Teil des Oberflächendetektors von IceCube konzipiert wurde. Diese Arbeit präsentiert
eine Simulation einer modifizierten Version dieses Teleskops mit TARGET, basierend auf
CORSIKA und sim telarray. Die Simulationsimplementierung wird ausführlich diskutiert
und anhand von Daten validiert, die während einer gemeinsamen Messkampagne mit dem
H.E.S.S.-Array Anfang 2019 gewonnen wurden. Die ermittelte Protonenenergieschwelle
Ep

th = (11.3± 0.5)TeV stimmt mit früheren Schätzungen überein.
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1 Cosmic Rays

The observed cosmic ray spectrum consists of contributions from a large population
of charged particles ranging from protons to iron nuclei. The largest population is
formed by protons (≈ 87%), followed by Helium nuclei with ≈ 12%, and only ≈ 1%
contribution by heavier nuclei (Longair, 2011). The joint energy spectrum of all these
contributing particles is referred to as the all-particle cosmic ray spectrum, as shown in
Figure 1.
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Cosmic Ray Spectra of Various Experiments

Figure 1: The all-particle cosmic ray spectrum as measured by different experiments.
The regions of changing spectral indices are highlighted, and expected particle rates are
shown. A power law spectrum with a spectral index of 2.7 is shown as a green dashed
line. The plot is adapted from W. Hanlon (2021).

The observed cosmic ray spectrum is near isotropic but exhibits significant, albeit
small, fluctuations (Abbasi et al., 2021). It spans over ten orders of magnitude in energy,
over 30 orders of magnitude in flux and is well studied by multiple experiments in different
energy ranges. The cosmic rays reach energies far beyond those currently achieved in
accelerator experiments such as the Large Hadron Collider (LHC) at CERN (Evans and
Bryant, 2008). Despite the extensive energy range over which cosmic rays are detected,
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the flux approximately follows a simple power law of the form

dN

dE
∝ E−γ , (1)

with a spectral index γ ∼ 2.7 (Figure 1). However, the observed cosmic ray spectrum
shows slight but notable deviations from this spectral index. The review of these fea-
tures follows the one given in Tjus and Merten (2020). At the lowest energies ∼ 1GeV,
a significant portion of the cosmic ray particles are shielded from the earth by the
solar wind, and the flux is subject to solar modulation. Even with the modulation
accounted for, the spectrum shows a distinctive deviation from the expected power-law
flux distribution, likely caused by ionisation losses of the particles while traversing the
Interstellar Medium (ISM). A spectral softening to an index of γ ≈ 3.0 is observed
above an energy of ∼ 3 · 1015 eV (3PeV), commonly referred to as the spectral knee.
Up to these energies, cosmic ray acceleration is believed to be dominated by galactic
sources. The spectrum hardens again at even higher energies ∼ 1018.7 eV (5EeV) with
a spectral index of γ ≈ 2.3. This feature is called the spectral ankle. A transition from
galactic to extragalactic sources takes place in the region between the spectral knee and
the ankle. The position of the spectral ankle marks the energy after which extragalactic
sources dominate.

For energies above ∼ 5 · 1019 eV (50EeV) (Longair, 2011), the spectrum is expected
to show a substantial reduction in flux possibly due to the Greisen–Zatsepin–Kuzmin
(GZK) effect. At these energies, the cosmic rays can interact with Cosmic Microwave
Background (CMB) photons to form pions, limiting the maximum energy of cosmic
ray particles. Another likely candidate for reduction in flux is the Peters cycle (Peters,
1961), postulating that at the highest energies the contributions of heavier nuclei to
the observed comsic ray flux increases. The overall smoothness and consistency of the
observed cosmic ray power law spectrum enable the formulation of two hypotheses:

• Only a few types of astrophysical sources can accelerate particles to the observed
energies.

• There exists a similar underlying mechanism for cosmic ray acceleration.

The expected spectral deviations remain small in both cases, similar to the observed
cosmic ray spectrum.
The discussion of the different acceleration and emission processes in the next sections
follows the one in Longair (2011) and Tjus and Merten (2020).

1.1 Diffusive Shock Acceleration

A proposed dominant acceleration mechanism for cosmic rays is the Diffusive Shock
Acceleration (DSA), describing the acceleration of particles in the vicinity of strong
shocks in the context of a first-order Fermi acceleration mechanism (Fermi, 1954). This
mechanism can replicate the cosmic ray spectral index of γ ≈ 2, which results in a
harder spectrum than the required γ ≈ 2.7. Therefore, this process can form the basis
of the observed cosmic ray spectrum. The outline of the DSA mechanism follows the
one in Longair (2011). DSA considers a supersonic but non-relativistic overdensity
(shockwave) moving through interstellar gas with speed U ≪ c0 much slower than the

2



Figure 2: Illustration of a shockfront propagating into an upstream medium with speed
U for an unmoving observer (a), in the rest frame of the shockfront (b), in the upstream
rest frame (c) and the downstream rest frame (d). The relative velocities, initial pressure
p, temperature T , and density ρ of the upstream and downstream gas are highlighted.
The plots are taken from Longair (2011).

vacuum speed of light c0. The region in which the shockwave contacts the unshocked
medium is the shockfront. The region in front of the shock is called the upstream, and
the region behind the shockfront is called the downstream. The DSA mechanism is
commonly described in terms of reference frame shifts, illustrated in Figure 2.

Initially, the system is studied in the rest frame of the shockfront (Figure 2b). In
this reference frame, the upstream gas flows into the shock with speed v1 = U and
leaves the shock with speed v2 into the downstream region. Requiring the conservation
of the transported mass through the shock, it can be shown that v2 = (a−1)/(a+1) ·v1,
with a the specific heat capacity ratio of the traversed gas. In the case of a monoatomic
and fully ionised gas, a = 5/3 and therefore v2 = U/4.

When moving into the rest frame of the upstream gas (Figure 2c), the downstream
gas approaches incoming particles with a speed of V = 3/4U . It can be shown that
particles crossing the shock by diffusion into the downstream region experience a mean
energy gain of ∆E/E0 ∝ 2V

3c0
. In the rest frame of the downstream gas (Figure 2d),

the directions of the now-accelerated particles are randomised by scattering processes.
Thus, they can cross the shock again into the upstream region, which approaches the
particles with the same speed of V = 3/4U , facilitating a similar energy gain. When
considering a round trip of the particle, the mean energy gain〈

∆E

E0

〉
∝ 4V

3c0
=
U

c0
(2)

is directly proportional to the speed U of the shock. The expected energy spectrum can
be derived by formulating the fractional energy after one round trip as β = E/E0 = 1+ U

c0

with the probability P = 1− U
c0

that the particle rejoins the acceleration process. For

an initial population of N0 particles, N = N0 · P k particles with a mean energy of
E = E · βk remain after k round trips. By eliminating the parameter k, it can be shown
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that the resulting spectrum yields the required spectral index of γ ≈ 2:

dN

dE
∝ E

lnP
ln β

−1
= E−2 (3)

For typical magnetic field strengths in the ISM of ∼ 3 µG (Longair, 2011), this process
can accelerate particles up to the spectral knee. Higher energies can only be reached in
sources with larger magnetic fields.

1.2 Cosmic Rays Beyond the Spectral Knee

To identify sources of the highest energy cosmic rays up to 1020 eV, one must consider
the magnetic field strength of the accelerator. For magnetic field strengths beyond those
found in the ISM, particles can be accelerated to energies beyond the spectral knee by
keeping them confined in the acceleration region. This confinement of charged particles
with a charge Ze and a momentum p in a magnetic field of magnitude B is often
expressed in terms of the gyro radius rg = p/ZeB. In common units for astrophysical
applications and an energy E ≫ m0c0 far greater than the rest mass m0, this can be
expressed as

rg ≈ 1.081 pc · Z−1 ·
(

E

1PeV

)
·
(

B

1 µG

)−1

. (4)

Charged particles can escape the acceleration region when rg is larger than the size
of the acceleration region. By rearranging Equation 4, an expression can be derived
that provides suitable combinations of the magnetic field strength and the size of
the acceleration region to support the acceleration of particles up to chosen energies.
Astrophysical objects that fulfil this so-called Hillas criterion (Hillas, 1984) can be
identified in the Hillas plot, shown in Figure 3. It shows the typical magnetic field
and accelerator size parameter regions for different astrophysical objects and the Hillas
criteria for different maximum achievable energies.

The three lines in Figure 3 highlight the exact threshold for the magnetic field
and accelerator size required to accelerate protons to a given energy from the spectral
knee to the highest observed energies. If an astrophysical object is located at or above
such a threshold in parameter space, it might be an accelerator candidate for cosmic
rays of this energy. It should be noted that the highest attainable particle energy in
an astrophysical source depends on the individual acceleration mechanism and the
energy losses experienced by the particles (section 1.3). Neither does the Hillas criterion
consider the abundance of the different object types. For SNRs, the magnetic field
strength in shock fronts can exceed that of the ISM by orders of magnitude and particle
energies up to the spectral ankle can theoretically be reached by DSA. As seen in
Figure 3, different types of sources can contribute to different regions of the spectrum.
Galactic sources like Supernova Remnants (SNRs), pulsars, and Pulsar Wind Nebulae
(PWNe) can accelerate particles up to the spectral knee. For even higher energies
beyond the spectral knee, the gyro radius increases beyond the thickness of the galactic
disk (∼ 300 pc (Longair, 2011)) and protons with energies of the order 1018 eV can
escape1. Therefore, extragalactic sources such as Starburst Galaxies (SBGs) (Condorelli

1This calculation assumes a typical magnetic field strength of 3 µG for the galactic disk (Longair,
2011).
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Figure 3: Hillas plot with possible sources of cosmic ray protons up to energies of the
spectral knee (blue), the spectral ankle (brown), and energies beyond 1020 eV (green).
The plot is taken from Tjus and Merten (2020).

et al., 2023), Gamma Ray Bursts (GRBs), and Active Galactic Nuclei (AGN) are
thought to be the accelerators of cosmic rays with energies beyond the spectral ankle.
Heavier nuclei have a bigger charge and can be accelerated to even larger energies before
escaping the galactic disk.

1.3 Gamma Ray Emission

While propagating away from the acceleration site, cosmic rays are deflected by ambient
magnetic fields in the galactic disk, losing their original travel direction. Consequently,
they cannot be used directly to locate the origins of possible cosmic ray accelerators.
However, secondary interactions of cosmic rays with ambient photon fields or particle
populations can result in the emission of gamma rays, which traverse the ISM unde-
flected. The probability of these interactions is partially dependent on the ambient
photon or matter density, resulting in enhanced emission in the local region of cosmic
ray accelerators. Gamma-ray emissions created far away from the acceleration site
form a diffuse gamma-ray background. Depending on the type of accelerated particle,
multiple interactions are possible. Commonly, the gamma-ray emissions are divided
into a hadronic and leptonic scenario (Longair, 2011).
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1.3.1 Hadronic Scenario

In the hadronic scenario, proton-proton or proton-photon interactions produce multiple
types of mesons and hadrons. The mesons produced in proton-proton interactions
eventually decay into a population of charged or neutral pions. The neutral pions
promptly decay into photons with a threshold energy of Eγ = mπ0/2 ≈ 67.5MeV in
the rest frame of the neutral pion:

π0 −→ γ + γ

The produced photons are emitted isotropically in every direction. Changing into the
laboratory reference frame, the observed photon energies are uniformly distributed
in logarithmic energy space and centred around the rest frame threshold energy of
mπ0/2. This feature is independent of the initial energy of the neutral pion and creates
the so-called pion bump at a kinetic energy of ≈ 289MeV in the observed photon
spectrum (De Angelis and Mallamaci, 2018).
The decay of the charged pions results in end states with electrons, positrons, and
different types of neutrino-antineutrino combinations following:

π+ −→ µ+ + νµ −→ e+ + νe + νµ + ν̄µ

π− −→ µ− + ν̄µ −→ e− + ν̄e + νµ + ν̄µ.

Consequently, the presence of a pion bump in the source spectrum or the observation
of neutrino emission is directly linked to the hadronic scenario. Heavier nuclei can be
treated as superpositions of single nucleons and follow a similar process.

1.3.2 Leptonic Scenario

In the leptonic scenario, photon emission is created by bremsstrahlung, synchrotron
radiation, and inverse Compton scattering.

Bremsstrahlung
Charged particles can be deflected or decelerated by the electric fields of nuclei in a
medium, resulting in the emission of gamma rays. This bremsstrahlung is discussed
extensively in Bethe et al. (1934) and Blumenthal and Gould (1970). The energy loss
rate of a particle of mass m, Energy E and charge q follows

−
(
dE

dt

)
br

∝ q4

m2
E. (5)

The energy loss is directly proportional E and shows suppression for particles with
higher mass. To compare this process to the other possible leptonic processes, the
expression of the loss timescale

τ =
E

dE/dt
(6)

is introduced. For bremsstrahlung, the loss timescale τbr is constant with energy. Other
processes show significantly shorter loss timescales for highly relativistic energies and
dominate the emission.
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Synchrotron Radiation
A charged particle that travels through a region with a magnetic field component
perpendicular to the particle’s momentum begins a gyration along the magnetic field
vector. This constant acceleration results in the emission of synchrotron radiation. As
shown in (Tjus and Merten, 2020), the energy loss rate for a charged particle of mass
m, charge q, and energy E in a magnetic field B follows

−
(
dE

dt

)
sync

∝
( q
m

)4
E2B2. (7)

The corresponding loss timescale is

τsync ∝
(
m

q

)4

E−1B−2. (8)

The energy loss by synchrotron emission is strongly suppressed for heavier particles.
Comparing the energy loss of a proton and an electron of equal kinetic energy, the
synchrotron emission of the proton is suppressed by a factor of ≈ 8 · 10−14.

Inverse Compton
A charged particle can interact with ambient low-energy photon fields like the CMB or
starlight and transfer parts of its energy into a photon. These Inverse Compton (IC)
photons can reach energies in the TeV range. Extensive derivations and discussions of
this process are given in Aharonian et al. (2013) and Longair (2011).
Commonly, the IC process is divided into the non-relativistic Thomson and relativistic
Klein-Nishina (KN) regime. In both cases, the energy loss rate is directly proportional
to the energy density of the photon field ηph (≈ 1 eVcm−3 (Longair, 2011))2 and shows
similar suppression for higher mass particles when compared to the synchrotron process.

−
(
dE

dt

)Th

IC

∝
( q
m

)4
E2ηph (9)

−
(
dE

dt

)KN

IC

∝
( q
m

)4
ln(E)ηph. (10)

The energy loss rate in the Thomson regime (Equation 9) shows a stronger dependence
on the charged particle’s energy compared to the KN regime energy loss rate (Equa-
tion 10) The latter is almost constant in energy for relativistic charged particles. The
corresponding loss timescales are

τTh
IC ∝

(
m

q

)4

E−1η−1
ph (11)

τKN
IC ∝

(
m

q

)4 E

ln(E)
η−1
ph . (12)

While the IC process can create higher energy photons compared to synchrotron emission,
the energy loss rate of synchrotron emission already dominates the one of IC at typical
values for the ISM (B ≈ 3 µG) (Longair, 2011).

2The energy density of ≈ 1 eVcm−3 considers the influence of ambient starlight and the CMB.
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2 Detection on Earth

Cosmic rays and their secondary gamma ray emission can be detected directly by
space-based experiments such as the Fermi Large Area Telescope (Fermi-LAT) (Atwood
et al., 2009) (gamma rays) or the Alpha Magnetic Spectrometer (AMS-02) (Kounine,
2012) (cosmic rays) onboard the International Space Station (ISS). These instruments
are highly successful for energies of hundreds of GeV. However, for higher energies, the
cosmic ray flux reduces such that instruments with larger detection areas are required
to maintain a reasonable detection rate. As the launch costs of satellites increase with
weight and size, ground-based detectors become more practical for energies above 1TeV.
Whilst transparent in the radio and optical range, the earth’s atmosphere becomes
opaque to gamma rays above a few keV (Bose et al., 2022). As neither cosmic nor
gamma rays can reach the ground at these energies, direct measurement methods are
inaccessible for ground-based experiments, and only the interactions of the primary
particles with the earth’s atmosphere can be observed. Depending on the primary
particle type, these interactions create different types of so-called air showers, which are
introduced in this section.

2.1 Electromagnetic Air Showers

Electromagnetic air showers can be induced by cosmic electrons, positrons, and gamma
rays. The latter is used to describe air shower development, as the resulting air shower
structures and observables are nearly identical for all these particles. When a high-
energy cosmic gamma-ray enters the atmosphere, it interacts with the Coulomb field
of nearby atomic nuclei through electron-positron pair production. To simplify the
discussion of the air shower process, the term electron describes both the positrons
and the electrons. Due to the high primary particle’s energy (GeV to TeV range), the
produced electrons are highly relativistic. The produced photons, in turn, can create
electron-positron pairs if their energy is sufficient (> 2me) (Longair, 2011).
This process continues until the particle energy drops below a critical energy at which
ionisation losses dominate, and the development of the air shower rapidly slows. These
air showers develop on timescales of only a few microseconds. Observables and their
proportionalities for electromagnetic air showers can be derived from the simplified
cascade model introduced in Heitler (1944), further referred to as the Heitler model.
This Heitler model for electromagnetic air showers is illustrated in Figure 4.
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Figure 4: Heitler model for an air shower induced by a high energy cosmic gamma-ray
for n radiation lengths. The illustration is adapted from Matthews (2005).

This model assumes that the energies of the interaction products are highly rela-
tivistic. In this regime, the interaction lengths for bremsstrahlung and electron-positron
pair production become identical (Longair, 2011). The model then characterises
the longitudinal air shower development in n-steps of this shared radiation length
Xrad ∼ 37 g cm−2 (Ulrich et al., 2011). This length is given in units of the slant depth
(g cm−2) to make it independent of the traversed medium. For a particle arriving from
space at zenith θ = 0, the slant depth at an altitude H above sea level is calculated as

X(H) =

∫ ∞

H
ρatm(h) dh, (13)

with ρatm(h) the height-dependent atmospheric density.
At each step in the Heitler model, photons undergo pair-production, and leptons produce
an additional photon due to bremsstrahlung. For each such step, the energy of the
particles is reduced to 50%. After n-steps, the mean particle energy is En = Ep/N(n)
with N(n) = 2n the number of particles and Ep the energy of the primary particle. The
cascade maximum is reached at

Xmax = Xrad · ln
(
Ep

Ec

)
∝ ln(Ep), (14)

when the mean particle energy falls below Ec ≈ 85MeV in air (Ulrich et al., 2011). The
number of particles in the cascade maximum reaches

Nmax =
Ep

Ec
∝ Ep, (15)

with 1/3 of the produced particles being photons and 2/3 electrons. As these processes
are statistical in nature, the results of Equation 14 and Equation 15 are interpreted
as expected values. While the atmospheric depth of the air shower maxima (see
Equation 14) depends logarithmically on the primary particle’s energy, the number of
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particles at the air shower maxima goes linear with the energy. For a 1TeV gamma-ray,
typical cascade maxima are reached at slant depths Xmax ∼ 350 g cm−2. Adopting a
simple exponential density description for the atmospheric density ρatm(h) (Zombeck,
2006), the maxima is located ∼ 15 km above sea level. In contrast, the expected location
of the first interaction is significantly higher in the atmosphere at ∼ 35 km. The lateral
extension of the air shower is dominated by multiple scattering of the produced particles
in the local medium.

2.2 Hadronic Air Showers

Hadronic air showers are induced by hadronic cosmic rays and generally show a more
complex structure than electromagnetic air showers, as strong and weak interactions are
possible. Cosmic ray protons are used to describe the hadronic air shower development
due to their abundance in cosmic rays (section 1). The incident cosmic ray proton
interacts with the nucleons of ambient nuclei in the earth’s atmosphere. Generally,
these interactions can create neutral and charged pions, strange mesons and additional
spallation products. The strange mesons, however, rapidly decay into additional pions.
An illustration of such a hadronic air shower is shown in Figure 5

Figure 5: Illustration of typical hadronic air shower constituents. The illustration is
adapted from Barrantes et al. (2018).
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The air shower can be split into electromagnetic, muonic and hadronic components.
The muonic component is formed by the decay of charged pions into muons and
neutrinos:

π+ −→ µ+ + νµ (16)

π− −→ µ− + ν̄µ (17)

High-energy muons are highly penetrating and can reach the ground despite their short
lifetime due to time dilation. Lower energy muons may decay into electrons and the
corresponding neutrinos. These, in turn, add to the electromagnetic component of the
hadronic air shower. This component is dominated by the rapid decay of neutral pions
into photons, which causes an electromagnetic sub-shower. The hadronic component
consists of spallation products that yield further nuclear interactions. These nuclear
interactions can contribute to the muonic component of the hadronic air shower until
the energy drops below the pion production energy (∼ 1GeV) (Longair, 2011).

A Heitler formalism for hadronic air showers has been introduced by Matthews
(2005). This formalism treats an incident primary cosmic ray nucleus of mass A and
energy Ep as single nucleons with an energy of Ep/A each. The atmospheric depth of
the air shower maxima shows a logarithmic dependence ln(Ep/A) and the number of
particles a dependence on E · A0.15. For the number of particles, the dependence on
the atomic mass can be approximated by ln(A) with a < 6% residual error for atomic
masses between A = 4 to A = 56. Further, the electromagnetic air shower component
carries a significant fraction of the primary particle’s energy. This fraction already
exceeds 50% above 2TeV primary particle energy. Due to the different components in
hadronic showers, and the subsequently created sub-showers, the lateral extension is
larger than the one of electromagnetic showers at the same energy. A side projection
view of an electromagnetic and a hadronic air shower is shown in Figure 6.
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Figure 6: Side projection of simulated air showers initiated by a 300GeV photon (left)
and a 1TeV proton (right). The plots are taken from Aharonian et al. (2008).

2.3 Cherenkov Light

Charged particles that travel faster than the local speed of light in a medium c = c0/n of
refractive index n result in the emission of Cherenkov radiation. The traversed medium
is polarised by the charged particle in the vicinity of the particle’s position, forming
local dipole radiators. This polarisation relaxes when the particle leaves the local region,
and each local dipole emits an electromagnetic wave. For particles that travel faster
than the local speed of light in the medium, the resulting polarisation is asymmetrical,
and the resulting dipole emission is coherent (Cherenkov, 1937; Burden and Hieftje,
1998). The emission is beamed in the particle’s travel direction and is radiated under
the Cherenkov angle

cos(θC) =
1

n · β , (18)

with β = v/c0, the fraction of the particle’s speed to the speed of light in a vacuum.
The number of photons emitted for a certain unit distance and wavelength has been
calculated by Frank and Tamm (1991) as

d2N

dλdx
=

2πα

λ
· Z2

(
1− 1

β2n(λ)2

)
. (19)

Here, α is the fine structure constant, and Z is the charge of the particle. The number of
particles per unit length is inversely proportional to the emitted wavelength. Hence, the
majority of the emission is expected at smaller wavelengths. Generally, the refractive
index in the atmosphere is dependent on the wavelength, considering the medium’s
dispersion. For an optically transparent medium, the emission is only allowed in specific
wavelength intervals (Kolanoski and Wermes, 2016). Taking dispersion and atmospheric
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absorption in the UV range into account, the Cherenkov emission peaks in the optical
blue range (λ ∼ 300 nm) (Lipatov et al., 2020).

The described Cherenkov emission must also be considered when describing the
phenomenon of air showers. As the created charged particles are highly relativistic,
Cherenkov emission is created. To study this emission, complex software frameworks
(later introduced in section 2.7) are used to simulate both the particle interactions in the
atmosphere and the resulting Cherenkov emission. For such simulations, it is essential
to incorporate an accurate model of the atmosphere, which proves to be a challenge.
Not only is the index of refraction n dependent on the wavelength, but also on the
local pressure in the atmosphere. The modelling of the atmosphere’s vertical structure
is of particular importance, encoding not only the pressure profile but also molecular
densities, essential to accurately simulate the absorption and scattering of Cherenkov
light. A change in this vertical profile can alter the Cherenkov light yield for air showers
by up to 60% (Bernlöhr, 2000).

A simple toy model for the atmospheric pressure can be used to illustrate the effect
of a height-dependent index of refraction n. The resulting index of refraction decreases
exponentially with the height h above sea level following

n(h) = 1 + (n0 − 1)e
−h
H , (20)

with n0 = 1.00029 the index of refraction at sea level and the scale-height H =
7.4 km (Purvinskis et al., 2003). This approximation also reproduces the typical
Cherenkov angles in the atmosphere, ranging from ≈ 1.4 deg at sea level to ≈ 0.4 deg
for positions higher up in the atmosphere (Lipatov et al., 2020).
The Cherenkov emission is studied for a charged muon with an energy of 300GeV
travelling downward from the zenith at a starting height of 25 km above sea level.
Using the toy model for the refractive index (Equation 20), the Cherenkov angle of the
emission is calculated in height intervals of 1.5 km. The emission is traced to the sea
level, assuming no further interactions or atmospheric scattering processes. To illustrate
the effect of a height-dependent index of refraction, the process is repeated for a fixed
Cherenkov angle of θC = 1.37 deg (expected at sea level). The result for both scenarios
can be seen in Figure 7.

With a constant Cherenkov angle (Figure 7b), the lateral extension of the emission
on the ground increases linearly with the emission height. Considering the change of
refractive index with height above sea level, the lateral extension of the emission on the
ground is significantly reduced. This reduction is quantified in Figure 8, showing the
diameter of the Cherenkov emission on the ground level as a function of the emission
height.
In the case of the altitude-dependent refractive index, the diameter of the Cherenkov
emission on the ground reaches a maximum of ≈ 250m, commonly referred to as the
Cherenkov light pool size, for an emission height of ≈ 15 km. The latter is close to the
expected locations of shower maxima in electromagnetic air showers (section 2.1). The
determined size of the Cherenkov light pool agrees with more sophisticated simulations
of electromagnetic air showers (Aharonian et al., 2008).
It should be noted that this is only valid for a charged particle arriving from the
zenith. For zenith angles θ > 0, the dimension of the Cherenkov pool is subject to
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Figure 7: Toy model of Cherenkov photon paths assuming an exponential model for
the refractive index of the atmosphere (a) and a constant Cherenkov angle of 1.37 deg
(b) for Cherenkov photons emitted by a 300GeV muon travelling downwards from the
zenith at a starting height of 25 km above sea level.
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Figure 8: Emission diameter of Cherenkov light on the ground, assuming a constant
(black) and altitude-dependent (red) refractive index n for different emission altitudes
above sea level. The height-dependent refractive index is based on an exponential model
following Equation 20.

projection effects, resulting in an elliptical shape. The apparent size increase along the
major axis can be characterised by 1/ cos(θ). The presented toy model only considers
a single particle, while the actual Cherenkov photon distribution on the ground is a
superposition of the Cherenkov emissions from all charged particles in an air shower.
Furthermore, the lateral distribution of the air shower and scattering in a more complex
atmospheric model must be considered, resulting in a smearing of the resulting photon
distribution. More sophisticated simulations (section 2.7) consider these effects, and
resulting Cherenkov photon distributions on the ground are shown in Figure 9.
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Figure 9: Cherenkov light pool of simulated air showers initiated by a 300GeV photon
(left) and a 1TeV proton (right). The more extensive lateral profile of the proton-
induced air shower with side showers shown in Figure 6 directly reflects on the light
distribution on the ground. The Images are taken from Aharonian et al. (2008).

The sub-shower structure of hadronic air showers results in a more asymmetrical
and extended Cherenkov photon distribution on the ground (see Figure 9), with the
majority of the Cherenkov light yield concentrated in the centre of each sub-shower.
The term Cherenkov shower is commonly used to refer to the collective Cherenkov
emissions of particles in air showers. As the velocity of the Cherenkov-light emitting
particles inside these air showers is faster than the local speed of light, multiple effects
can be observed:

• If shower particles can reach the ground, they arrive before the Cherenkov light
emission.

• Cherenkov light emitted near the end of the air shower arrives before Cherenkov
emission from further up the shower.

• Nearly all Cherenkov photons arrive within a few nanoseconds as a wavefront.

2.4 Imaging Air Cherenkov Telescopes

The Cherenkov light emitted by air showers can be detected by telescopes on the ground
using the air Cherenkov technique. Telescopes that use this technique take images of
the Cherenkov shower, from which the properties of the primary particle (direction,
impact point on the ground, and energy) can be reconstructed. Such telescopes are
commonly referred to as Imaging Air Cherenkov Telescopes (IACTs). These telescopes
usually featured a large primary mirror to gather Cherenkov light produced by air
showers. This light is focused on a camera with nanosecond time resolution to capture
the wavefront of Cherenkov light.
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The Whipple telescope on Mount Hopkins, Arizona, was one of the first widely suc-
cessful telescopes of this type and remained in operation until 2006. It was constructed
in 1968 and features a 10m diameter primary mirror and a 37 pixel camera (Weekes
et al., 1989). The optical construction of the telescope follows the Davies-Cotton design
(Lewis, 1990), with a segmented primary mirror.
Another such telescope is the High Energy Gamma Ray Astronomy (HEGRA) system
built in 1995, located on the Canary Island of La Palma. It featured five identical
telescopes with 8.5m2 mirror area each. These telescopes were arranged in a square
of ∼ 100m edge length, with the fifth telescope at the centre. HEGRA pioneered a
stereoscopic approach to image the same air shower with multiple telescopes while
implementing a coincidence trigger between the telescopes. This resulted in a reduced
background and better reconstruction of the primary particle’s properties. (Daum et al.,
1997).

This stereoscopic approach has since been used in the current generation of IACTs.
The technique is highlighted in Figure 10.

Figure 10: Illustration of the stereoscopic Cherenkov technique for two telescopes. The
camera images of both telescopes are transformed into a common coordinate system
to reconstruct the source position and impact distance. The illustration is taken from
Fruck (2015).

The telescopes are positioned at distances of ∼ 100m, similar to the expected radial
size of the Cherenkov light pool, to increase the stereoscopic separation (section 2.3).
The Cherenkov light of the air shower is focused on the telescope’s camera, with example
images shown in Figure 10. IACTs image in angular space and the resulting images
of Cherenkov air showers are of elliptical shape. These images are transformed into a
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common coordinate system, and the major axes of the reconstructed shower images are
intersected. The shower direction and impact point on the ground can be reconstructed
from this joined information. Introducing more telescopes further constrains these
parameters and increases the resolution (Puehlhofer et al., 2003).

Current generations of IACTs such as MAGIC (Aleksić et al., 2016), VERI-
TAS (Holder et al., 2009), and H.E.S.S. (Aharonian et al., 2006) use this stereoscopic
approach with even mirror diameters per telescope (10m to 25m) and higher resolution
cameras. This current generation of telescope systems enables energy thresholds of
below 100GeV, allowing for connections to results from space-born experiments.

2.5 The High Energy Stereoscopic System

The High Energy Stereoscopic System (H.E.S.S.) array is located in the Khomas
highlands in Namibia at an altitude of 1835m above sea level. The initial array
consists of four identical telescopes (CT1-4) with a mirror diameter of 12m and finished
construction at the end of 2003. Following the principles of the stereoscopic technique,
the telescopes are arranged on the corners of a square with 120m side length. This
positioning provides good stereoscopic shower image separation while offering a good
light yield for all telescopes. A multi-telescope trigger criterion is implemented to reduce
the impact of random telescope triggers, enabling energy thresholds in the 100GeV
range. Details on this multi-telescope trigger are provided later in this section. This
four-telescope array layout is referred to as phase-I. Phase-II saw the addition of a
central 28m mirror diameter telescope in 2012, which extended the energy threshold
to ∼ 30GeV (Giavitto et al., 2018). A photograph of the H.E.S.S. array is shown
in Figure 11. The different telescope types, their hardware, and their calibration are
introduced in this section.

Figure 11: Photograph of the H.E.S.S. array in Namibia, taken from H.E.S.S. website
(2022). Image credit: Clementina Medina.
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2.5.1 Phase-I

The four telescopes constructed during phase-I of the H.E.S.S. array are of an identical
type, which is illustrated in Figure 12

Figure 12: Illustration of a 13m H.E.S.S. telescope with part of the mirror segments
removed to reveal the support structure. The illustration is taken from Bernlöhr et al.
(2003).

With a total mirror collection area of 107m2 (Mohrmann et al., 2019), a monolithic
mirror is impractical regarding manufacturing costs and logistics. Instead, the tele-
scopes follow the Davies-Cotton (DC) design (Davies and Cotton, 1957). The telescope’s
primary mirror is segmented into 380 spherical mirror facets with a diameter of 60 cm
and a focal length of 15m each. These facets, in turn, are positioned on a spherically
shaped support structure with a radius of curvature equivalent to the focal length of
the individual facets. Each facet is mounted to an actuator that allows for the precise
alignment of an individual facet. This mirror design results in an up to 20% better
focus spot size compared to a parabolic layout of the mirror facets at the designed focal
length of 15m (Bernlöhr et al., 2003).
The camera of this telescope type is referred to as the HESS1-camera and features 960
pixels. Due to the comparably low light yield of Cherenkov showers, Photo Multiplier
Tubes (PMTs) are used as photodetectors. In addition to the usual high-gain (HG)
channel, the used PMTs also provide a low-gain (LG) channel, extending the available
dynamic range for signals with increasingly large amplitudes. To reduce the wasted
space between the tiled round PMT entrance windows in the camera, hexagonal Winston
cones (also referred to as light funnels) are added. These light guides forward incoming
light to the round PMT entrance window. Each pixel has a Field of View (FoV) of
0.16 deg, resulting in a total camera FoV of 5 deg. The camera is assembled out of
60 so-called drawers with 16 pixels each. These drawers also contain the high voltage
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supply and the read-out electronics. The latter uses Analogue Ring Samplers (ARS)
with a sampling frequency of 1GHz and a buffer depth of 128 samples (Funk et al.,
2004). The sampled signals are converted using an Analogue to Digital Converter (ADC)
and output in ADC-counts. The camera’s focal plane is protected by a lid that can be
opened and closed.

The telescope camera is divided into 38 overlapping sectors with 64 pixels each for
triggering. A telescope-level trigger is issued when the signal of at least N pixels (sector
threshold) in a sector is above a specified pixel threshold. The telescope trigger signals
are processed in a central station to form an array trigger. A minimum participation of
two telescopes is required within a coincidence window of 80 ns for the array trigger
to be issued (Giavitto et al., 2018). As implemented, the expected trigger rates are
∼ 300Hz, dominated by the Cherenkov emissions of hadronic air showers.

The complete telescope assembly is supported by an altitude-azimuth mount, mak-
ing most of the night sky accessible for observations3. Together with a parameterised
pointing error correction, the pointing error RMS is reduced to 2.5 arcsec (Benbow,
2005b).

2.5.2 Phase-II

The construction of the central 28m telescope (CT5) marked the beginning of phase-II
of the H.E.S.S. array. Due to a significant mirror size increase, a parabolic support
structure was chosen for the 850 hexagonal mirror facets to reduce the time dispersion
between photons arriving from the edge and those closer to the mirror’s centre. CT5
features a significantly larger light collection area of 614m2 compared to CT1-4. This
increased light collection area enables fainter, less energetic Cherenkov air showers to
be detected. This, in turn, increases the expected telescope trigger rate by an order of
magnitude to ∼ 3 kHz compared to the phase-I telescopes (Vincent, 2005).
The overall camera design and trigger logic of CT5 remains similar to that of the
HESS1-camera, with an increased number of 2048 PMT-based pixels with Winston
cones and 96 sectors of 64-pixel each. Compared to CT1-4, CT5 features a smaller
3.5 deg FoV (≈ 0.07 deg per pixel) but a reduced energy threshold of ∼ 30GeV. CT5
was integrated into the array trigger system, allowing for the formation of a stereo pair
with the phase-I telescopes and being able to trigger on its own (mono). This mode is
referred to as hybrid mode instead of the initial stereo mode of phase-I.

2.5.3 Camera Upgrades

Since the trigger rates of CT5 are larger by almost an order of magnitude, the H.E.S.S.
system trigger rate is dominated by the CT5 trigger rate. This also results in a signifi-
cantly higher stereo trigger rate, where the phase-I telescopes form a stereo pair with
CT5. However, this rate is limited by the relatively large ∼ 450 µs dead-time of the
HESS1-camera after initiating a trigger (Ashton et al., 2020). Reducing this dead time
was the main focus of the HESS1-camera upgrade (HESS1U) while also replacing the

3The telescope structure does not allow for zenith angles < 0.01 deg (Aharonian et al., 2006)
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Figure 13: Photograph of the upgraded CT1 focal plane taken by Leuschner (2023).
The camera layout is identical to the one of the HESS1-camera.

ageing electronics. The latter have been replaced with new electronics based on the
NECTAr-chip (Naumann et al., 2013) originally developed for CTA. The dead time
of the system was reduced to ∼ 7 µs, eliminating the trigger rate limit for expected
trigger rates of ∼ 3 kHz. Components of the optical system, such as the PMTs, have
not been replaced, and the trigger mechanism stayed the same. The upgrade of all
phase-I telescopes was completed in late 2016, and regular observations were resumed
in February 2017 (Ashton et al., 2020). A photograph of the focal plane of CT1 after
the upgrade is shown Figure 13.

The camera of the 28m telescope was upgraded in October 2019 with an advanced
prototype of the FlashCam developed for CTA (see section 2.6). FlashCam features
1758 active PMT-type pixels with Winston cones and can trigger on rates exceeding
30 kHz without any dead time. FlashCam’s trigger system divides the camera into 588
non-overlapping patches, with three pixels per patch. The trigger threshold is set on the
sum of three neighbouring patches. The latter is constantly evaluated for all available
patch combinations. Regular operation resumed in November 2019 (Bi et al., 2021).

2.5.4 Camera Calibration

The stereoscopic technique (section 2.4) and the accuracy of the reconstructed shower
parameters rely on the accuracy of the produced camera images and, therefore, the
pixel amplitudes. Hence, the calibration of the camera pixel amplitudes is of particular
importance. The calibration is extensively discussed in Aharonian et al. (2004) and is
summarized below.
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Pedestal
The pedestal P is the pixel-wise camera response without illumination of the camera
pixels. The camera lid is closed for this measurement, and the ADC-Count distribution
for each pixel is recorded. For each pixel i, the mean value of this distribution is
calculated for both the LG and HG channel identified as the pedestal PLG

i and PHG
i ,

respectively.

Flat Field Coefficient
As the Winston cone light transmission and the PMT detection efficiency varies from
pixel to pixel, a pixel-wise flat field coefficient Fi is introduced. The camera is illuminated
with LED flashers in the wavelength range of 390 nm to 420 nm, which are positioned
in the centre of the main dish, pointing towards the telescope camera. The mean value
of the pixel amplitude distribution is set to one, and the deviation to the mean of each
pixel i is identified as Fi.

Gain
The camera is uniformly illuminated with diffused LED pulsers that provide approxi-
mately one photo electron (p.e.) per pixel, and the amplitude distribution is recorded.
The expected distribution follows a convolution between the Poissonian emission of the
light source and the Gaussian distributed telescope’s response. The expected distribu-
tion is fit to the measurements, and the HG value γHG

e [ADC-counts/p.e] is determined.
Using the determined properties, the raw pixel amplitudes in ADC-counts are converted
into the detected charge for the HG and LG channels, respectively.

AHG[p.e.] =
ADCHG

i − PHG
i

γHG
e

· Fi (21)

ALG[p.e.] =
ADCLG

i − PLG
i

γHG
e

· HG
LG

· Fi. (22)

The LG value γLGe = γHG
e ·HG/LG is calculated from the HG value using the fraction

of the HG and LG amplification (HG/LG ∼ 13).

2.5.5 Optical Efficiency Calibration Using Muon Rings

In addition to the camera calibration, the optical efficiency of each telescope must be
monitored. The optical efficiency of the telescopes includes the reflectivity of the primary
mirror, its shadowing by the telescope structure, the transmission of the Winston cones,
and the detection efficiency of the used PMTs. While the shadowing of the primary
mirror due to the telescope structure remains nearly unchanged over time, the other
contributions to the optical efficiency are subject to variations. Such variations may
include the ageing of the hardware, dust build-up on the mirror facets, or cleaning by
rain. As the optical efficiency directly scales the number of detected photons, such a
variation strongly influences the telescope trigger rates. Consequently, changes in the
optical efficiency must be monitored regularly and accounted for.

The potential use of the muonic component found in hadronic air showers (Figure 5)
for this purpose has long been recognised (Vacanti et al., 1994) and finds application
in all modern IACT experiments including the H.E.S.S. array. In the releavant energy
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ranges for IACT experiments, most muons are created at ∼ 10 km above sea level with
energies reaching up to ∼ 100GeV (Olivera-Nieto et al., 2021). On their way to the
ground, they emit Cherenkov radiation if their energy exceeds the Cherenkov emission
threshold Eµ

thresh. This threshold is calculated from the requirement that the muon must
travel faster than the local speed of light c = c0/n(h) with n(h) the height-dependent
refractive index of the atmosphere. The threshold is then calculated as

Eµ
thresh =

mµ
0√

1− n(h)−2
. (23)

Using the exponential model for the refractive index introduced in Equation 20, the
threshold energy of a muon at an altitude of 2 km above sea level is ≈ 5GeV.

The expected image seen by a Cherenkov telescope camera can be illustrated by
a toy model that assumes a constant Cherenkov emission angle (section 2.3) and no
scattering or absorption of photons in the atmosphere.

θC

Primary 

mirror


Focal 

plane
Muon trajectory

Figure 14: Illustration of the light path in the optical system of a typical IACT for
Cherenkov light emitted by a muon arriving on the telescope’s optical axis.

Cherenkov telescopes image in angular space, such that all light incident under a
common angle to the optical axis is focused on the same point in the camera’s focal
plane. This imaging behaviour for Cherenkov light emitted by a muon with a trajectory
on the telescope’s optical axis is shown in Figure 14 as 2D projection. In this 2D
scenario, the Cherenkov light of the muon is reflected onto two distinct points on the
focal plane. In the complete three-dimensional scenario, the light is emitted in a cone,
forming a ring image. As the image is created in angular space, the radius of the ring is
equal to the Cherenkov emission angle. However, the muons’ trajectory rarely follows
the telescope’s optical axis, changing the resulting image. The three major scenarios
are illustrated in Figure 15 together with the corresponding phase-II Cherenkov camera
image of CT5.

A complete muon ring can only form when the muon’s trajectory intersects the
primary mirror. Muons that hit the primary mirror but don’t hit the centre of the
primary mirror still produce a ring image, albeit with a non-uniform intensity distri-
bution (left side in Figure 15) For impact distances outside the primary mirror, only
a fraction of the emission is still imaged by the telescope optics, resulting in a partial
muon ring (centre in Figure 15). The fraction of the ring visible in the camera decreases
with increasing impact distance, such that at some point, they resemble the expected
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Figure 15: Illustration of different muon impact distances and incidence angles to
the optical axis with corresponding camera images in the initial phase-II camera of
CT5. The shown scenarios are a muon parallel to the optical axis with an impact
distance smaller than the mirror radius (left), an impact distance larger than the mirror
radius (centre), and an additional inclination towards the telescope’s optical axis (right).
A single optical element miming a parabolic mirror’s imaging behaviour is used for
illustration. The illustration is adapted from Chalme-Calvet et al. (2014).

image of electromagnetic air showers. For non-zero incidence angles of the muon to the
telescope’s optical axis, the position of the muon ring relative to the camera centre is
changed (right side in Figure 15).

Further, the angular distribution of Cherenkov light and, therefore, the width of
the muon ring is broadened by multiple effects. These effects include the variability
of the Cherenkov angle with height above sea level, the pixelation of the camera, mul-
tiple scattering of the Cherenkov light in the atmosphere, and the optical resolution
of the telescope optics (Vacanti et al., 1994; Gaug et al., 2019). Generally, larger
mirror diameters are beneficial to detect the faint muon ring signal by collecting more
light and increasing the likelihood that a muon’s trajectory intersects the primary mirror.

The impact distance, energy, and muon efficiency are determined by a spatial fit
of the muon ring intensity distribution introduced for H.E.S.S. in Bolz (2004) and
Chalme-Calvet et al. (2014). The muon efficiency is given as the ratio between the
observed ηobs and expected light yield ηexp following

ϵµ =
ηobs
ηexp

. (24)

The derivation of the expected light yield and distribution for an ideal camera can be
found in Vacanti et al. (1994). Using this definition of the muon efficiency, the difference
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in the muon efficiency between telescope runs can be accounted for. H.E.S.S. telescope
simulations are grouped into so-called muon phases, introduced once a significant
deviation between the measured and simulated muon efficiencies is observed. The new
muon phase takes into account the change in the optical efficiency.

2.5.6 Atmospheric Transparency Coefficient

The aforementioned H.E.S.S. telescope simulations are produced for average atmospheric
conditions. These conditions, however, can be subject to change on a minute scale due to
the aerosol content or the presence of clouds. To enable a valid comparison between the
telescope observations and simulations, observation runs during which the atmospheric
conditions deviate significantly from the average conditions must be removed. This
is done by introducing a cut on the so-called transparency coefficient T extensively
discussed in Hahn et al. (2014). It is calculated based on multiple telescope-level
observables, such as the used PMT gain gi and the muon efficiency ϵµi . The transparency
coefficient also takes into account the zenith angle corrected telescope participation rate
Ri in the stereo trigger and is calculated as

T =
1

N · k(N)

N∑
i

R
1
1.7
i

ϵiµ · gi
. (25)

Here, k(N) is a scaling factor to correct for the influence of the telescope multiplicity N
with usual values of k(3) = 3.11 and k(4) = 3.41 such that the mean of the distribution
is at unity. The time series of T from 2004 until 2012 is shown in Figure 16 together

Figure 16: Time series of the calculated transparency coefficient for H.E.S.S. with the
highlighted 0.8 criteria. The plot is taken from Hahn et al. (2014).

with the usual cut criterion of T > 0.8.

2.5.7 Image Cleaning and Event Reconstruction

The camera images of Cherenkov showers also contain signal from Night Sky Background
(NSB), which originates from atmospheric effects such as airglow, diffuse starlight in
the telescopes FoV and artificial light pollution. The so-called tail cut method rejects
pixels that do not contain shower information. In the case of CT1-4, camera pixels are
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required to have an amplitude of at least 5 p.e. and a next neighbour of 10 p.e., and vice
versa (Aharonian et al., 2006).

The residual camera image of an electromagnetic air shower is elliptical and param-
eterised with a method introduced by Hillas (1985). This parametrisation includes the
width, length, contained signal, and distance from the camera centre to the Centre of
Gravity (CoG) of the ellipsoid. Following the stereoscopic technique, the camera images
of multiple telescopes are transformed into a common coordinate system in the sky.
This is illustrated in Figure 17 for two telescopes.

Figure 17: Illustration of the stereo reconstruction of the shower origin using the Hillas
parameters of two telescopes with required parameters. The illustration is taken from
Aharonian et al. (2006).

The intersection between the major axes defines the reconstructed direction Dreco

of the shower. Here, θ defines the difference between the reconstructed and true shower
direction Dtrue.

The distribution of θ2 is referred to as the Point Spread Function (PSF) and is
usually determined using simulations. The 68% containment radius of the PSF is used
to express the spatial resolution of H.E.S.S. (∼ 0.1 deg). The impact point defines where
the primary particle’s trajectory would have intersected the ground. It can be found
similarly by transforming the camera images into the ground coordinate system and
intersecting the major axes.
The total pixel signal inside the ellipsoid is commonly called the image size. The size
and impact distance can be used to reconstruct the primary particle’s energy using a
lookup table. These lookup tables are created on a per-telescope basis using air shower
and telescope response simulations of the H.E.S.S. telescopes. Lookup tables are created
for thirteen zenith angles from 0deg to 70 deg and are interpolated in between. An
example lookup table is shown in Figure 18. As the lookup tables are created from
a simulation with a specific muon phase with ϵµsim, they are corrected for the muon
efficiency at the time of observation ϵµobs such that

Epred = E · ϵ
µ
obs

ϵµsim
. (26)

The reconstructed energy Ereco = (N)−1
∑N

i Epred
i is calculated as the mean predicted

energy of all N participating telescopes. In simulations, this reconstructed energy is
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Figure 18: Energy lookup table for a single telescope with applied interpolation. The
plot is taken from Jankowsky (2020).

compared to the true energy by calculating the energy dispersion (Ereco − Etrue)/Etrue

as a function of the true energy Etrue. An example dispersion matrix is shown Figure 19.
The mean and standard deviation of the distribution for each Etrue defines the energy
bias and resolution, respectively, and is determined with a Gaussian fit. The energy
bias provides information about a systematic shift in the reconstructed energies and
should be zero. As seen in Figure 19, the energy bias shows a positive trend below
1TeV and a negative trend above 30TeV.
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Figure 19: Example energy dispersion matrix with highlighted energy bias and resolution
at specific energies (red). A Gaussian is fit to the probability density distribution in
each true-energy slice, and the mean and standard deviation are identified as the energy
bias and resolution, respectively.
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At low energies, the signal of camera images is close to the trigger threshold. Random
fluctuations in the light yield due to NSB allow some showers with initial signals below
the telescope trigger threshold to trigger the telescope. Due to the increased signal,
the energy is reconstructed too high, resulting in a positive bias. The negative bias
towards larger energies is caused by showers that saturate pixels or are not entirely
contained in the camera. This results in underestimating the energy because only a
part of the signal is recorded. The energy resolution of H.E.S.S. is ≈ 15% for the full
energy range (Benbow, 2005a).

2.6 Cherenkov Telescope Array

The Cherenkov Telescope Array (CTA) (Acharya et al., 2013) represents the next
generation of IACTs. In the proposed form, CTA will be five to ten times more sensitive
than current experiments like H.E.S.S., with an extended energy range from 20GeV to
beyond 300TeV. To reach these goals, CTA will feature two telescope sites and multiple
telescope types. The first site is located in the northern hemisphere (CTA-North)
in La Palma (Spain). The second site, referred to as CTA-South, is located in the
southern hemisphere in Paranal (Chile). This dual-hemisphere approach offers full sky
coverage, presenting greater possibilities to study galactic and extragalactic sources of
VHE gamma-rays and transients. The initial layout of both sites is referred to as the
alpha layout and is shown in Figure 20.

(a) CTA-North (b) CTA-South

Figure 20: Telescope layout of the CTA sites in the northern hemisphere (a) and
southern hemisphere (b). The plots are adapted from the CTA observatory website
(2023).

The different telescope types are shown in Figure 21. The alpha layout features four
Large-Sized Telescopes (LSTs) and nine Medium-Sized Telescopes (MSTs), covering
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an area of ≈ 0.5 km2 for the northern side. Due to its location, CTA-North will be
well positioned to study extragalactic sources. CTA-South features 14 MSTs and 37
Small-Sized Telescopes (SSTs), covering an even larger 3 km2 area (Abdalla et al., 2022).

Figure 21: Render of the four CTA telescopes. From left to right, the telescopes are
the SST, SC-design MST, DC-design MST, and LST. The image is taken from CTA
observatory website (2023). Image credit: Gabriel Pérez Diaz, IAC

The LSTs feature a parabolic 23m diameter mirror with an effective collection
area of 370m2. A 1855 pixel camera with a pixel FoV of 0.1 deg is used, resulting
in a total telescope FoV of 4.3 deg. Due to the large collection area, the Cherenkov
emission of low-energy air showers can be detected, with an effective energy range
from 20GeV to 3TeV. The MSTs adopt a modified DC design, with a primary mirror
diameter of 11.5m. Currently, FlashCam (CTA-South)(section 2.5.3) and NectarCAM
(CTA-South) (Tavernier et al., 2019) are proposed for the MSTs, with a resulting FoV
of ≈ 8 deg Due to the reduced mirror area but increased FoV, the effective energy range
of the MSTs is shifted towards higher energies (80GeV to 50TeV) (Abdalla et al., 2022;
CTA observatory website 2023).

The SSTs follow the dual-mirror Schwarzschild-Couder (SC) (Vassiliev et al., 2007)
telescope design with a primary mirror of 4.3m and a secondary mirror of 1.8m diameter.
The SSTs with their comparably small primary mirror and large FoV of ∼ 10 deg extend
the energy range of CTA to beyond 300TeV (White, 2021). This is also supported by
the large area covered by the SSTs (see Figure 20b), increasing the detection rate for
highly energetic air showers.
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2.6.1 The Camera Design for SSTs

The cameras of the SSTs will be based on the Compact High Energy Camera with Silicon
PMTs (CHEC-S) (Watson and Zorn, 2020) that was a proposed camera candidate. The
camera features 2048 Silicon Photomultiplier (SiPM) pixels divided into 32 tiles of 64
pixels with a size of 6mm× 6mm. The focal plane, defined by the orientation of the
SiPM tiles, is curved to consider the image of the telescope’s SC optical design. It is
protected by a UV-transparent window and a motorised camera lid. The electronics
are constructed in a modular fashion, featuring a backplane that provides power,
connectivity, a system clock, and the camera trigger decision for 32 front-end electronics
modules that are matched up to each SiPM tile. These front-end electronics modules
consist of a SiPM tile assembly and a TARGET-Module (TM). The latter is responsible
for amplification and shaping of the SiPM signal and provides a trigger and digitisation
logic using TARGET Application Specific Integrated Circuits (ASICs) (section 2.6.2).
An image of CHEC-S together with an assembled front-end electronics module and
highlighted camera components is shown in Figure 22.

Figure 22: The CHEC-S prototype camera and an assembled front-end electronics
module featuring the TARGET-Module with highlighted components. The images are
taken from White (2021).

2.6.2 The TARGET ASICs

Each TARGET-Module is equipped with four TeV Array Readout electronics with
GSa/s sampling and Event Trigger (TARGET) ASIC (Funk et al., 2017) pairs. Each
pair consists of a CTA-TARGET-5TEA version (CT5TEA) ASIC for triggering, and a
CTA-TARGET-C version (CTC) ASIC for signal sampling, storage and readout (White,
2021). Because these pairs are always used together in the camera, they are commonly
referred to as the TARGET ASIC.

The overview of the TARGET ASIC follows the one in White (2021) and Funk
et al. (2017). Each TARGET ASIC can process the signal of 16 pixels, for a total of 64
pixels per TARGET-Module. CT5TEA creates a low-level trigger signal based on the
16-pixel signals it is provided with. The signal of four neighbouring pixels is summed
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together to form a so-called superpixel. The signal of the superpixel is compared to
an adjustable threshold, and the superpixel trigger information is forwarded to the
backplane. CT5TEA is capable of triggering on single photons with a noise level of
less than 10% of the single-photon-corresponding amplitude of ≈6mV (Zink, 2021).
The backplane issues a camera-level trigger signal when receiving a trigger signal of at
least two neighbouring superpixels. In this case, the signal readout with CTC is initiated.

A simplified schematic of CTC’s sampling and storage array is shown in Figure 23.
The pixel signal is continuously sampled at 1GSa/s by a sampling array of two blocks

Figure 23: Schematic of the CTC sampling mechanism, highlighting the sampling and
storage array. Each storage block consists of 32 cells equivalent to 32 ns of waveform
storage capacity at a sampling speed of 1GSa/s. The description is found in the text.

of 32 switched capacitors (cells). This array is operated in an alternating fashion, such
that the signal is sampled into one block while the stored signal in the second block is
written to the storage array. Data is written sequentially from the non-sampling block
into the storage array in the fashion indicated by the arrows in the storage array in
Figure 23. The storage array consists of 512 blocks, storing up to ∼ 16 µs of signal data
at a sampling speed of 1GSa/s. However, only the first 128 blocks (4096 cells) are used
during normal camera operation, as the resulting ≈ 4 µs storage time offers sufficient
look-back time in case of a camera trigger.

If a camera-level trigger signal is issued by the backplane, the location of interest
in the storage array is digitised by Wilkinson ADC and output in ADC-counts. The
ADC allows for 12-bit output, resulting in a maximum value of 4095ADC-counts. Each
storage cell is a single capacitor with varying capacitance within the allowed specification.
Therefore, the so-called Transfer Function (TF), relating the pixel input voltage to the
digitised ADC value, is different for each storage cell. An example of the TF of the first
4096 cells in the sampling array for a single pixel is shown in Figure 24.

TFs are created by injecting an artificial pixel signal of known input amplitude
and determining the resulting digitised value. The single-cell TFs show a non-linear
behaviour, especially towards the saturation regime of the ADC. Since the pixel signal is
modified with a constant voltage offset subtracted from the ADC output, the saturation
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Figure 24: The single-pixel TFs of the TARGET-Module with the serial number SN0007
for the first 4096 storage cells of the first pixel channel at 20 ◦C ambient temperature.
The plot is taken from Schaefer (2019).

is reached before the maximum ADC value of 4095. The average deviation between the
TFs of different cells increases with the input amplitude.

2.7 Monte Carlo Simulations of Air Showers

The simulation of air showers, their Cherenkov emissions, and the corresponding
telescope response is an integral part of modern IACTs operations. The stereoscopic
technique (section 2.4), employed by nearly all modern IACTs, can provide information
regarding the impact location on the ground and the air shower direction but fails
to provide an estimate for the primary particle energy directly. The reconstructed
energy Ereco is extracted from lookup tables, usually containing the image size and the
impact distance of the shower (section 2.5.7). Further, the reconstructed energy must be
converted into the true energy Etrue of the primary particle using the energy dispersion
matrix. In both cases, an accurate simulation of the air shower, its Cherenkov emission,
and the telescope response are needed. CTA and H.E.S.S. adopt the CORSIKA and
sim telarray Monte Carlo (MC) software framework for Cherenkov air shower and
telescope response simulation, respectively.
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2.7.1 Air Shower Simulation With CORSIKA

The Cosmic Ray Simulations for Kascade (CORSIKA) software package, initially devel-
oped for the KASCADE experiment (Klages et al., 1997; Heck and Pierog, 2021), is a
software framework for the simulation of extensive air showers (Heck et al., 1998). It
allows for the simulation of air showers initiated by a wide range of particles, including
gamma-rays and atomic nuclei up to a mass number of 56 (iron). CORSIKA v7.7402
is used for the simulations presented in later sections. The user can specify a large
selection of parameters, ranging from those influencing the air shower simulation to
location-specific parameters. Parameters for the air shower simulation include the type
of primary particle, a spectral power law index together with an energy range from
which the population of the primary particle is sampled, and the arrival direction of
the primary particle. In the case of IACT simulations, location-specific parameters
include the observation height (observation level) above sea level (1835m for H.E.S.S.),
the telescope array layout, local magnetic field (|B⃗H.E.S.S.| ∼ 25 µT), and atmospheric
pressure profile. The simulated atmosphere is modelled in 5 distinct altitude layers with
78.2%N2, 21%O2, 0.9%Ar (Heck et al., 1998). The air shower development outlined
in section 2 presents a simplified approach, and the processes that influence the air
shower development are significantly more complex. For a primary particle approaching
the atmosphere from space, the height of the first interaction is determined by the
particle’s mean free path length in the atmosphere, after which the development of the
air shower depends on the type of particle and its energy.

The simulation of electromagnetic showers or electromagnetic components in hadronic
showers uses a modified version of the Electron Gamma Shower system 4 (EGS4) (Nelson
and Namito, 1990) software package. In its unmodified form EGS4 considers annihilation,
Bhabha scattering, bremsstrahlung, Møller scattering, and multiple scattering (Moliere’s
theory) for electrons and positrons. Compton scattering, electron-positron pair pro-
duction, and photoelectric reactions are considered for gamma rays. The modifications
include the consideration of muon-antimuon pair production, photo-nuclear interactions,
and the consideration of the barometric density dependence of the atmosphere (Heck
et al., 1998).

The interactions in hadronic air showers are more complex and can happen at energies
above those currently achievable in modern accelerator experiments. Multiple interaction
models are available in the high and low-energy regimes that model these interactions
based on extrapolated experimental data assuming the current understanding of particle
interactions. Differences between these interaction models arise predominantly from
the number of modelled processes and assumptions made for the extrapolation towards
higher energies. The high-energy regime is reached for particles with energies above
80GeV, with multiple available interaction models (Heck et al., 1998). The presented
work uses the QGSJET II-4 (Ostapchenko, 2014) interaction model, but also compares it
to the EPOS LHC (Pierog and Werner, 2009) and SIBYLL (Ahn et al., 2009) interaction
model. At energies below 80GeV, the Ultra relativistic Quantum Molecular Dynamics
(UrQMD) interaction model is used. The decay of unstable particles such as pions,
muons, strange baryons or particle resonances is included independently.
The emission of Cherenkov light is handled according to the methods described in
section 2.1. Emitted Cherenkov photons are not treated individually but grouped
into bunches of a specific size to reduce the required computing time. However, the
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absorption of Cherenkov photons in the atmosphere is not considered and is included in
the telescope response simulation. The trajectory of these Cherenkov photon bunches
is tracked and traced to the observation level and forwarded to the telescope response
simulation if the trajectory intersects with a specified telescope position. Simulated
air showers can be reused and repositioned relative to the specified telescope array to
increase the simulation performance, resulting in new Cherenkov camera images.

2.7.2 Telescope Response Simulation With Sim telarray

Sim telarray (Bernlöhr, 2008) is a software package for telescope response simulations.
Initially developed by Konrad Bernloehr for HEGRA, it has since been modified, up-
dated, and adopted by H.E.S.S. and CTA. It enables the modular simulation of telescope
optics and the electronics response to incident Cherenkov light, producing output files
that mimic actual telescope output. As an accurate telescope response simulation
is critical to the energy reconstruction of cosmic rays and subsequent analysis of its
properties, each part of the simulation must replicate the telescope response as closely
as possible. Sim telarray offers many configuration options to define the telescope’s
optical components and electronics, which are well documented in the official documen-
tation (Bernlöhr, 2022b).

This vast parameter space allows for single or dual-mirror telescope designs with
an experimental Fresnel lens option. Both primary and secondary mirrors can be
segmented into hexagonal or round facets with user-defined positions and sizes. The
set focal length defines the alignment of the facets. This alignment, however, can
be subject to user-defined random fluctuations. To simulate the optical throughput,
a wavelength-dependent mirror reflectivity is defined. In the case of H.E.S.S., five
one-mirror telescopes are defined this way with a systematic mirror degradation factor
accounting for a change in the muon phase (section 2.5.5).

The optical camera system is configured similarly, offering the free positioning and
shaping of camera pixels on a plane or curved surface, with control over the wavelength-
dependent quantum efficiency. Further, sim telarray allows for the simulation of Winston
cones like they are used for H.E.S.S., incorporating both their angular-acceptance and
wavelength-dependent transmittance.
The photon bunches produced by CORSIKA are used as input for the telescope response
simulation. Initially, the trajectory information of the photon bunches is used to apply
atmospheric extinction, which is defined in a lookup table in altitude segments and
wavelength intervals. The surviving photons are then ray traced through the telescope’s
optical components, taking into account all angular efficiencies and wavelength depen-
dencies.

The simulation of the telescope electronics includes waveform level simulation of the
telescope and array level trigger, reproducing the stereo and hybrid trigger configuration
of the H.E.S.S. array. This trigger simulation is performed on the level of small
components, such as signal discriminators and comparators, reproducing an accurate
representation of the trigger system. In the case of a successful array trigger, the
signal digitization and readout are simulated on the waveform level, and the output
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is reduced to the integrated charge in a specified waveform readout window. A full
per-pixel waveform output is also possible. In addition to the existing simulation, a
fixed per-pixel NSB rate (∼ 100MHz for CT1-4 and ∼ 300MHz for CT5) is included
when simulating the Cherenkov camera image. To accurately reproduce the telescope
response simulations, most simulation parameters are based on measurements that are
performed regularly, such as the muon efficiency. However, small fluctuations in these
parameters significantly impact the resulting simulated telescope response, which is
detrimental to the energy reconstruction of observed air showers. This work uses the
sim telarray release version 2021-02-04. The simulation for the H.E.S.S. telescopes is
subject to validation in section 2.7.
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3 Desert Air Cherenkov Telescope

The Desert Air Cherenkov Telescope (DesertACT) is a modification of the IceACT
initially developed for IceCube (IceCube Collaboration, 2013; Aartsen et al., 2020a).
The introduced modifications enabled a joint measurement campaign with the H.E.S.S.
array in Namibia, extensively described in Dietz (2018). A telescope response simulation
in sim telarray is created based on hardware properties derived from measurements
or manufacturer-provided values. The Namibia measurement campaign is recreated in
simulation, and the telescope response is compared to the campaign data. Using this
new telescope response simulation, telescope properties and parameters are determined,
including the energy threshold for the detection of hadronic air showers induced by a
cosmic ray proton.

3.1 IceACT

IceACT is a compact IACT with a comparably low anticipated cost (about 10 ke)
designed to be deployed as part of a large array. Featuring a pixel size of approximately
1.6◦, detecting Cherenkov showers is the main focus of IceACT. As of the time of writing,
an array of IceACTs is proposed as an element for the Gen2 upgrade of IceCube, a
high-energy neutrino instrument located at the South Pole. Here it would extend the
capability of an existing cosmic ray detector called IceTop (Aartsen et al., 2017; Aartsen
et al., 2020a). Other applications might include the use as an outrigger array for the
High-Altitude Water Cherenkov Observatory (HAWC), deploying many small telescopes
far from the array centre to collect information on showers with large impact distances.
Due to the comparably small cost, this type of telescope would also be affordable for
educational purposes such as student experiments and outreach projects.

3.2 The Mechanical and Optical Design Of IceACT

The mechanical and optical design of IceACT is kept relatively simple to accomplish its
primary design goal of easy deployment and low cost. The hardware description follows
the one given in Aartsen et al. (2020b). The primary optical element of the telescope is
a Orafol SC 943 Fresnel lens with a clear aperture of 549.7mm and a focal length of
502.1mm, shown in Figure 25.

The Fresnel lens is protected by a UV-transparent fused silica glass plate, offering
enhanced weather and scratch protection (Zink, 2021). Both are held in place by a
flange attached to the top of the main telescope body. The latter is constructed from a
thin carbon-fibre barrel to reduce weight whilst maintaining structural stability. The
telescope features a 61-pixel camera, using rectangular 6mm× 6mm SensL MicroFJ-
60035-TSV Silicon photomultipliers (SiPMs). To increase the light-gathering area of
these pixels, solid acrylic glass Winston-shaped cones (further referred to as Winston
cones) are optically bonded to the front glass of the SiPMs. These Winston cones (seen
in Figure 25) feature a hexagonal entrance window with a flat-edge width of 1.5 cm. In
this design, the telescope is mounted on top of a box containing the required power
supply and the data acquisition electronics. As described, the prototype has a total
weight of ≈ 50 kg (Aartsen et al., 2020a).
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Figure 25: Schematic cross-section of the IceACT demonstrator, with highlighted
dimensions and components. The 61-pixel camera with hexagonal light funnels is shown
separately to the left. The illustration is taken from Aartsen et al. (2020a).

3.3 DesertACT’s Modifications

DesertACT is a variation of IceACT, adapted to perform measurements together with
the H.E.S.S. array in Namibia. As a result, some constraints present in the IceACT
design, such as the elemental resistance in extreme environments, could be loosened.
The outline of the modifications included in the DesertACT design is based on the one
given in Dietz (2018).
DesertACT adopts the TARGET-Module (section 2.6.2) for its trigger, sampling, and
readout electronics. Following the time of the Namibia measurements, this change
was also adopted for the IceACT telescope design in early 2020 (Paul et al., 2021).
In addition, the system’s overall weight has been reduced by replacing the former
carbon-fibre body with a cylindrical 1mm thick PVC cover. This decrease in weight
enables the use of a commercial telescope mount to add a star-tracking capability to the
system, allowing DesertACT to follow the observation schedule of the H.E.S.S. array. A
photograph of the DesertACT setup with highlighted essential components is shown in
Figure 26. The previously used fused silica glass plate, protecting the Fresnel lens, is
replaced with a 3mm thick plate of PLEXIGLAS SUNACTIVE GS 2458. The bottom
flange of the telescope, housing the camera and DAQ electronics box, is connected
with stainless-steel rods. The complete telescope weighs 17.6 kg and is mounted on a
commercial Skywatcher EQ8 GoTo mount for tracking. This mount is capable of a
tracking precision of 5 arcmin ≈ 0.083◦ (Corp., 2022) (5% of a camera pixel). However,
slight deviations in the tracking speed can accumulate over the length of an observation
night, resulting in a drift from the specified pointing direction. To mitigate this issue,
an additional guiding camera (Lodestar X2) is mounted to the top of the telescope. It
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Figure 26: Image of DesertACT’s telescope body, showing 1: Fresnel lens (behind
protective glass), 2: optional guiding camera, 3: 3 ” prism bar for telescope mount
connection, 4: light shielding, 5: bottom flange (camera box not shown), 6: telescope
mount, 7: power supply and auxiliary electronics.

tracks the shift in the star positions over time and sends corrections to the mount.

Each SiPM pixel output is directly connected to a trans-impedance amplifier to drive
the signal over a coax cable to the data acquisition system. A single TARGET-Module
featuring a 64-channel trigger and full-waveform sampling is used for digitisation. Some
modifications to the pulse shaping electronics had to be made, as the signal shape of
the DesertACT SiPMs is different compared to the Hamamatsu SiPMs used in CHEC-S
due to capacity differences. Additional adapter boards connect individual coax lines,
power, and networking equipment.

The analogue part of the board consists of a shaping circuit, shortening the length
of the photon pulses to an FWHM of ≈10 ns. This modification also reduces the pile-up
of signals in the trigger path due to NSB. Four 16-channel T5TEAs perform a trigger on
the sum of four neighbouring channels, commonly referred to as a superpixel or trigger
group. The trigger group assignment in the DesertACT camera is shown in Figure 34
in a later section. In addition, four 16-channel CTCs are responsible for digitising the
signal. The communication with the downstream computer is based on UDP and a
software package called TargetDriver, developed by the CHEC collaboration (Zorn et al.,
2018).

37



3.4 The Namibia Measurement Campaign

Stefan Dietz organised and conducted a joint measurement campaign between Deser-
tACT and H.E.S.S. as part of his master’s thesis between the 1st and 7th of April
2019. The campaign overview follows the one given in Dietz (2018). The campaign
aimed to determine DesertACT’s energy threshold using the established event energy
reconstruction of the H.E.S.S. array (section 2.5). During the campaign, DesertACT
was set up on the roof of an instrument container close to the centre of the H.E.S.S.
array, as shown in Figure 27. This position was chosen as a compromise between

Figure 27: Photograph of the DesertACT setup on the instrument container close to
the H.E.S.S. array centre during the Namibia campaign. A zoomed-in view of the
DesertACT setup is also shown. The images are provided by Funk (2021).

the rate of coincident events with H.E.S.S. and the viewable portion of the night sky,
limited by the large structure of CT5. The star tracking capability added to DesertACT
(section 3.3) enabled the telescope to follow the scheduled H.E.S.S. observation program
for six consecutive nights. During these observations, DesertACT was self-triggering
and simultaneously acquiring data independently of the H.E.S.S. array. The cosmic
ray events detected by both telescopes simultaneously have been determined after the
campaign by matching the event timestamps.

Cosmic ray events were simultaneously detected by both instruments, and Deser-
tACT events were matched using the timestamps of reconstructed H.E.S.S. events. In
addition, the H.E.S.S. Field of View (FoV) ≈ 5 deg (Hofmann, 2012) was consistently
contained within the > 12 deg DesertACT FoV (see section 3.5.1).

The trigger threshold of DesertACT was varied during measurements to account
for changing observation conditions (e.g. zenith angle and NSB) and to keep a stable
trigger rate of ≈ 3 kHz per trigger group. Since data was only collected during dark
moonless nights, the trigger rate of DesertACT is dominated by NSB events, inducing
random telescope triggers. The subsequently performed timestamp-based matching
of joint events with H.E.S.S. eliminates these NSB-only events due to the H.E.S.S.
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stereo trigger. In total, 33 h of data were collected during the campaign, with targets
spanning zenith angles from 6.5◦ to 61.2◦. The campaign data was processed to extract
camera images consisting of pixel amplitude and pixel timing information. The original
unprocessed pixel-level waveform data of the matched events is no longer available due
to a data loss incident that occurred after the Namibia campaign. As a consequence,
only the processed data is available. In this work, this dataset and its properties are
used to validate a novel simulation of DesertACT, which is introduced and validated
step-by-step in the upcoming sections.

3.5 A Simulation for DesertACT

As mentioned in section 2.7, this work uses CORSIKA and sim telarray for both the
Cherenkov shower and telescope response simulation. The electronics simulation for
DesertACT is based on that of the CHEC-S camera4, as it uses the TARGET-Module
(TM) for telescope trigger and readout. The remaining simulation parameters, such
as the telescope location, observation level, simulated energy range, and atmospheric
transmission profile, are adapted from the most recent H.E.S.S. implementation. The
validation of which is presented in section 4.
However, adjustments to the sim telarray configuration are required to accommodate
DesertACT’s physical and electronic properties. The upcoming sections focus on
the optical and electronic systems, their implementation, and performance validation.
Sim telarray offers a wast list of available parameters to allow for the customization
of each telescope. The available parameter space and descriptions are extensive and
provided in the official documentation of sim telarray (Bernlöhr, 2022b). These
parameters and their values are stored in configuration files, commonly separated by
component or telescope system. Due to the extensive nature of the official parameter
descriptions, only short descriptions relevant to the implementation are provided. An
overview of the used configuration files for the DesertACT simulation is shown Table 1.

3.5.1 Implementation and Validation of the DesertACT Optics

This section focuses on implementing and validating the DesertACT’s optical system in
sim telarray. The optical system consists of the primary Fresnel lens, the Winston cones
and the SiPM pixels to which the Winston cones are optically bonded. To determine
the properties of this optical system, the internal ray tracing of sim telarray is utilised.
When compiled with the -DDEBUG TRACE 99 option, the internal ray tracing simulation
creates an extensive list of photon positions inside the telescope. Generally, this list
includes the photon position and incidence angle on the primary mirror, secondary
mirror, camera lid and pixel plane, and the pixels hit by a given photon. Due to
the simplified design of DesertACT, only some of these output positions apply. For
DesertACT, the list only contains the photon positions and incidence angles on the
Fresnel lens and the pixel plane. To use the internal ray tracing, the configuration
parameters of all major components must be specified. In the case of DesertACT, the
minimum requirement is the primary optical element (Fresnel lens) and the camera
geometry definition, including pixel positions.
The ray tracing in this section is performed with parallel light under different incident

4At the time of writing, PROD4 is the identifier for the most recent available configuration in
sim telarray.
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Filename Description

DACT.cfg Main config file that links to all other config files in
this table.

common.cfg Common settings for the experimental site of the
telescope, such as altitude and the number of tele-
scopes.

optics.cfg Configuration parameters related to the optical sys-
tem of the telescope.

camera.cfg Camera configuration for most electronic system pa-
rameters and trigger settings.

sipm.cfg Additional configuration parameters for the SiPM
modules.

pixels.dat Contains pixel types, positions, and trigger group
assignments.

lens.dat Contains fresnel lens position, diameter, and shape.

filter.dat Describes the wavelength dependant transmittance
of the telescope’s optical system.

cone acceptance.dat Contains the angular acceptance of the Winston cone
funnels for different incidence angles.

dact pulse.dat Contains an amplitude normalized and shaped SiPM
signal as seen by the signal electronics.

dact PDE.dat Contains the PDE/quantum efficiency curve of the
SiPM modules used.

Table 1: Filenames of the used sim telarray configuration files, and short descriptions
of the information they contain.

angles to the telescope’s optical axis. In sim telarray, this is done by positioning an
artificial star at an infinite distance5 and pointing the telescope at its coordinates. The
star’s position is defined in a star file (star.dat). Shifts in the telescope pointing relative
to the star’s position are then used to generate off-axis6 parallel light. The star is
positioned at a zenith angle of θstar = 45◦ to allow for offsets in both the azimuth
and zenith direction. Incident photons are propagated through the telescope’s optical
components, and their positions at the previously mentioned locations stored. The
photon positions in these locations are only stored when the photon trajectory starts on
the primary optical element (i.e. the Fresnel lens) and ends on the pixel plane. Thus, an
explicit definition of the PVC cover that cuts off stray light (section 3.3) is not required.

5The star itself is not placed at an infinite distance, but the light emission properties are changed
such that parallel light is emitted.

6Relative to the telescope’s optical axis.
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3.5.2 Winston Cones

As a first step, the focal plane (characterised by the Winston cone arrangement) is
defined in sim telarray. As mentioned in section 3.3, the camera features 64 SiPM
pixels, to which full acrylic Winston cones (often referred to as funnels) are optically
bonded. These forward incoming light from a hexagonal surface down to the SiPM’s
square surface. The hexagonal entrance has a flat-edge width of 1.5 cm and the entire
cone a z-height (measured length from square SiPM surface to hexagonal entrance face)
of 2.5 cm. An example Winston cone used in the final camera is shown in Figure 28.
The Winston cones are made from PLEXIGLAS XT 0A770, the properties of which are

(a) Side view from a flat-edge (b) Top view in final camera orientation

Figure 28: Top and side view of an acrylic Winston cone used in the IceACT/DesertACT
camera design.

provided in the manufacturer’s datasheet (Roehm, 2002b). The transmittance curve,
detailing the wavelength-dependent transmissivity of light passing through the material,
is especially important for the optical simulation. As stated by the manufacturer, the
material’s transmittance curve is initially subject to change with continued UV-A 7

exposure on the order of a few hours. This change in the transmittance curve remains
constant even after a tested 4000 h of additional exposure. The two transmittance
curves are shown in Figure 29.
Due to the handling of the Winston cone material during manufacturing and storage, it
is almost certain that it was irradiated by a few hours of sunlight before the finished
Winston cones were bonded to the SiPMs. At the time of writing, the initial prolonged
UV-A exposure is now part of the manufacturing process. Hence, the transmittance
curve after 4000 h of UV-A exposure will be used in the simulation and is further
referred to as the Winston cone transmittance curve. For wavelengths ≳ 320 nm, this
transmittance curve shows a plateau with transmittance T ≈ 0.88, which is likely caused
by Fresnel losses experienced by light passing through the air-PLEXIGLAS-air interface
during the measurement process. Considering a transition from a medium with an index
of refraction n1 to a medium with an index of refraction n2, the transmittance after
accounting for the Fresnel loss is

TF(n1, n2) =
4n1n2

(n1 + n2)2
, (27)

for non-absorbing media and incoming light with an incidence angle of zero (Bass
and Optica, 1995). Considering the nominal refractive indices of air nair ≈ 1 and

7UV-A denotes a wavelength interval from 315 nm to 400 nm (World Health Organization, 2022).
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Figure 29: Transmittance of PLEXIGLAS XT 0A770 in the as-delivered condition (black)
and after 4000 h of UV-A exposure (red). Data is extracted from the manufacturer’s
datasheet (Roehm, 2002b) using webplotdigitizer (Rohatgi, 2022).

nplex ≈ 1.5 (Schwartz, 2002) for the PLEXIGLAS, the expected transmittance of the
air-PLEXIGLAS-air interface is (TF(nair, nplex))

2 ≈ 0.92. The remainder is likely caused
by additional absorption of light in the PLEXIGLAS. In the DesertACT camera, how-
ever, the Winston cones are optically bonded to the glass window of the SiPM with
a glue of refractive index ngl = 1.55 (Zink, 2021). Therefore, the expected Fresnel
losses differ between the manufacturer-provided air-PLEXIGLAS-air scenario and the
air-PLEXIGLAS-glue-glass scenario in the DesertACT camera. The Fresnel losses
caused by the PLEXIGLAS-glue-glass interface are smaller than 0.1%, for a nominal
index of refraction nglass ≈ 1.5 and can be neglected. Therefore, the transmittance of the
complete air-PLEXIGLAS-glue-glass interface is TF(nair, nplex) ≈ 0.96, equating to a 4%
increase in the transmittance compared to the manufacturer provided values. The latter
is considered by adding the 4% additional transmittance to the manufacturer-provided
values.
sim telarray allows for a so-called camera filter that defines the wavelength-
dependent transmittance of the entire telescope system. An additional part that must
be included in the total transmittance curve is the acrylic plate protecting the Fresnel
lens. Again, the manufacturer provides a transmittance curve for the front acrylic plate
made from PLEXIGLAS SUNACTIVE GS 2458 (Roehm, 2002a). Like the Winston
cone material, the front acrylic plate’s transmittance changes after prolonged UV-A
exposure. The manufacturer, again, provides a transmittance curve for the required
thickness of 3mm after 1000 h of UV-A exposure. As no optical bonding is used for the
front acrylic plate, the provided transmittance curves can be used without modifications.
With the same reasoning as for the Winston cone material, the transmittance curve after
prolonged UV-A exposure is adapted and referred to as front glass transmittance, shown
in Figure 30. Since a dense sampling of the manufacturer’s provided transmittance
curves was possible, the provided values can be linearly interpolated. This, in turn,
enables the resampling of both the front glass and Winston cone transmittance curves,
with a step size of 1 nm in the wavelength range from 260 nm to 400 nm. The latter is
chosen such that data from both the front glass and Winston cone material is avail-
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Figure 30: Transmittance curves of the Winston cone (red) and front glass material
(black) after prolonged UV-A exposure. The combined transmittance curve (blue) is the
product of both materials. Data is extracted from the manufacturer’s datasheet (Roehm,
2002b; Roehm, 2002a) with the webplotdigitizer (Rohatgi, 2022).

able. The combined transmittance curve is the product of the Winston cone and front
glass material transmittance curves. The total transmittance curve is exported into
the filter.dat file as a two-column table containing a wavelength and a corresponding
transmittance in each row.

In addition to a transmittance curve, sim telarray allows specifying an angular
acceptance curve for the Winston cones. The angular acceptance of the full-material
Winston is investigated in Koschinksy (2017). In his work, an optics simulation of
the Winston cone and SiPM coupled system is created. This simulation considers the
transmittance T of the Winston cone material and the Photo Detection Efficiency (PDE)
of the SiPM. From this simulation, the efficiency ϵ is defined as

ϵ(θ, λ) = PDE(λ) · T (λ) · ψ(θ), (28)

with the angular acceptance ψ(θ). The system’s efficiency is evaluated at different
incidence angles θ for light of 380 nm wavelength. Due to the hexagonal shape of the
Winston Cone entrance and square pixel shape, multiple axes were considered when
simulating the efficiency curves. A side view of this simulation is shown in Figure 31.
The four investigated axes represent symmetry lines for the combined Winston Cone
and SiPM system. The axes themselves are identified using a location identifier (Edges
or Sides) highlighting if an axis crosses through an edge or a side of the hexagonal
entrance (Hex) or square exit (Square) plane. Due to the Winston cone’s symmetry,
the ”Hex Sides” and ”Hex Edges” axes have twice the multiplicity of the remaining
axes. The corresponding detection efficiency curves are densely sampled and linearly
interpolated. The results are shown in Figure 32. The angular acceptance ψ(θ) can be
calculated from the efficiency curves shown in Figure 32 by rearranging Equation 28:

ψ(θ) =
ϵ(θ, λ = 380 nm)

PDE(λ = 380 nm) · T (λ = 380 nm)
. (29)
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Figure 31: Side view of the angular efficiency simulation for a hexagonal Winston cone
used in the newest IceACT design. Photon paths are shown in blue. The axes along
which the angular efficiency was simulated are highlighted with coloured lines. The plot
is taken from Koschinksy (2017).
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Figure 32: Detection efficiency for the Winston cone and SiPM system along different
rotational axes (compare Figure 31). The data is taken from Koschinksy (2017) and
extracted using the webplotdigitizer (Rohatgi, 2022).

The Winston cone transmittance for the simulated wavelength T (λ = 380 nm) ≈ 0.88
is taken from Figure 30 and the PDE of the used SiPMs at this wavelength PDE(λ =
380 nm) ≈ 0.4 is provided in Koschinksy (2017). The resulting angular acceptance is
shown in Figure 33. As expected, ψ(θ) is close to unity at small incidence angles. Since
sim telarray only allows for a single angular acceptance curve, the average curve between
all Winston cone axis weighted with their multiplicity is calculated (Figure 33). The
result is resampled in 1◦ steps and exported as a two-column table (cone acceptance.dat)
containing the incidence angle and a corresponding acceptance in each row.
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Figure 33: Calculated angular acceptance for the Winston cone and SiPM system along
different rotational axes (compare Figure 31). The average acceptance curve over all
rotational axes, weighted with their multiplicity, is shown in black.

3.5.3 Camera Geometry

The telescope’s focal plane is implemented using each camera pixel’s exact position,
shape, orientation, and trigger group assignment. In the case of DesertACT, the focal
plane is the entrance plane of the Winston cones. The hexagonal Winston cones are
tiled so that the 64-pixel camera of DesertACT is formed. This tiling is shown in
Figure 34. The pixel numbers (shown on the Winston cones) and the trigger group
assignment (colour map) are predetermined by the electronic construction of Deser-
tACT. The arrangement of the Winston cones is modelled after the first-generation
IceACT prototype, with three additional outlying pixels with the numbers 44, 45, and
46. However, sim telarray does not support solid-material light funnels as of the time of
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Figure 34: Pixel entrance positions with channel number assignment on the hexagonal
Winston cone entrances and trigger groups differentiated by a colour map. The plot
adapted from Dietz (2018).
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writing. As a substitute, the hexagonal entrance plane of the Winston cones is chosen as
pixel geometry directly. This can be done as long as the proper wavelength-dependant
transmittance of the Winston cones (see Figure 29) is respected in the simulation.
This camera geometry is implemented in the pixels.dat file. However, a scaling factor
of three is applied to both the Winston cone flat-edge width and the pixel positions.
This choice is explained and justified further in this section as part of the Fresnel lens
implementation (section 3.5.4).
In sim telarray, each pixel of the camera must carry a pixel type (PixType) defining
the shape, size, and orientation of the camera pixel and the light funnel. In the case of
DesertACT only a single pixel type is required. The implementation of the pixel type
with the required parameters is shown in Configuration 1. Due to the choice that the
pixels are defined by the shape and position of the Winston cone entrance planes, the
PMT cathode and light funnel share the same shape and diameter, whereas the light
funnel depth is zero. The diameter represents the scaled flat-edge width of the Winston
cones.

1 # PixType format:

2 # 1: ID of this pixel type

3 # 2: PMT type (must be 0)

4 # 3: PMT cathode shape (hexagonal =1)

5 # 4: PMT cathode diamter [cm]

6 # 5: Light funnel shape (hexagonal =1)

7 # 6: Light funnel diameter (flat -to -flat) [cm]

8 # 7: Light funnel depth [cm]

9 # 8: Light funnel angular acceptance file

10 PixType 1 0 1 4.5 1 4.5 0.000 "cone_acceptance.dat"

11

Configuration 1: Definition of the DesertACT pixel type as part of the pixels.dat
configuration file. The pixel size is scaled by a factor of three. The parameter descriptions
are adapted from Bernlöhr (2022b).

The properties of the individual camera pixels are defined in the same configuration
file. An example configuration for the 0th trigger group of DesertACT is shown in
Configuration 2. Each pixel is uniquely identified with a pixel ID equal to the pixel
number (Figure 34) and its X-Y-coordinate. Whilst Sim telarray supports assigning
individual pixels to a TARGET-Module, only a single TARGET-Module is used in
DesertACT’s design. Consequently, the TARGET-Module number and ID are zero.
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1 # Pixel format:

2 # 1: Pixel ID (starting at 0)

3 # 2: Pixel Type ID

4 # 3: Pixel X-coordinate [cm]

5 # 4: Pixel Y-coordinate [cm]

6 # 5: TARGET -Module Number

7 # 6: Pixel number (here equal to Pixel ID)

8 # 7: Dummy parameter (not currently used)

9 # 8: TARGET -Module ID hex number (’0x.... ’)

10 # 9: Pixel is turned on (1) or off (0)

11

12 Pixel 0 1 -6.750 11.691 0 0 0 0x00 1

13 Pixel 1 1 -9.000 7.794 1 0 0 0x00 1

14 Pixel 2 1 -4.500 7.794 2 0 0 0x00 1

15 Pixel 3 1 -6.750 3.897 3 0 0 0x00 1

16

Configuration 2: Definition of the individual pixels in the pixels.dat configuration file
using the example of the 0th trigger group of DesertACT (compare Figure 34). Pixel
positions are scaled by a factor of three. The parameter descriptions are adapted from
Bernlöhr (2022b).

The last component of the pixels.dat configuration file defines the so-called majority
trigger. This setting defines the pixels in each trigger group and the superpixel trigger
behaviour. In the case of DesertACT, each trigger group is defined by an entry of the
form A[B,C,D]. Here, A, B, C, and D are the pixels IDs that constitute a given trigger
group. A is the leading pixel of the trigger group, also used for internal identification
purposes, and can be chosen freely from the pixel IDs in the trigger group but should
remain consistent while defining the majority trigger. This choice has no ramifications
for the later simulation.
Furthermore, a + symbol can be prepended to the leading trigger group pixel, indicating
that this trigger group must have issued a trigger signal. As a TARGET-Module (TM)
is used for triggering, two neighbouring trigger groups (Figure 34) must issue a trigger
signal for the telescope to issue a global trigger. The number of required trigger groups
is the so-called multiplicity, which is usually not defined in the majority trigger definition
directly (denoted by a ∗) but later set in the camera.dat configuration file (Table 1). An
example of such an implementation is provided in Configuration 3 for the 0th trigger
group and its available trigger partners (compare Figure 34).
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1 # Majority trigger format:

2 # 1: Trigger multiplicity

3 # Here , a ’*’ denotes that this is set

4 # later in the camera definition

5 # 2: Primary trigger group that issued the trigger signal

6 # 3: Possible partner group that could lead to a global trigger

7 MajorityTrigger * of +0[1,2,3] 60[61 ,62 ,63]

8 MajorityTrigger * of +0[1,2,3] 56[58 ,57 ,59]

9 MajorityTrigger * of +0[1,2,3] 36[37 ,38 ,39]

10 MajorityTrigger * of +0[1,2,3] 8[9 ,10 ,11]

11 MajorityTrigger * of +0[1,2,3] 4[5,6,7]

12

Configuration 3: The trigger group and behaviour definition in pixels.dat using the
example of the 0th trigger group of DesertACT (compare Figure 34). The parameter
descriptions are adapted from Bernlöhr (2022b).

3.5.4 Orafol SC 943 Fresnel lens

The Fresnel lens is the primary optical component of the telescope. As mentioned in
section 3.2, the telescope uses an Orafol SC 943 (positive) Fresnel lens with a clear
aperture of D = 2R = 549.7mm and a measured focal length of f = 513.2mm. An
optical property of this Fresnel lens is the PSF which refers to the photon distribution on
the focal plane. Instead of referring to the PSF directly, its size is commonly expressed
as the 90% containment radius R90%. It defines the radius of a circle around the CoG,
that contains 90% of the total signal. A measurement of which has been conducted for
DesertACT’s Orafol SC 943 Fresnel lens in Niggemann (2016). In his work, the Fresnel
lens is illuminated with parallel light from a 550 nm laser diode under different offsets to
the optical axis of the lens. The resulting PSF is recorded with multiple CMOS camera
images combined into a single image of the PSF. This process is repeated for different
distances between the CMOS camera and the Fresnel lens. The results are shown
in Figure 35. A polynomial is fit to the data of each measured offset, and the R90%

for the DesertACT focal distance of z = f = 513.2mm is determined. The extracted
containment radii are shown in Table 2. These measurements are used as a reference to

Offset to the optical axis [deg] 0 2 4 6 8

R90% [mm] 3.24 2.41 4.25 6.19 8.41

Table 2: Measured R90% of the Orafol SC 943 Fresnel lens at a focal distance of
f = 513.2mm for different offsets to the optical axis. The data is taken from Niggemann
(2016).

compare the simulation results to. Sim telarray allows for the simulation of a Fresnel
lens, albeit with imposed restrictions. These restrictions include the inability to specify
the surface structure of the Fresnel lens, which would enable a more detailed optic
simulation. Instead, a spherical lens of a given focal length f and index of refraction
n is simulated to approximate the imaging behaviour of the Fresnel lens (Bernlöhr,
2022b). Furthermore, the user-specified index of refraction is assumed to be wavelength-
independent. A schematic view of such a spherical lens can be found in Figure 36. Here,
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Figure 35: Measured R90% of the Orafol SC 943Fresnel lens for incoming parallel light
of different offsets to the optical axis and distances z to the lens. The dashed lines are
polynomial fits to the curves for different offsets to the optical axis. The focal distance
of the lens is highlighted as z = f = 513.2mm. Data is taken from Niggemann (2016)
and extracted using the webplotdigitizer (Rohatgi, 2022).

h is the distance of incoming parallel light to the optical axis, α the angle of incidence
and β the refraction angle relative to the spherical lens’s surface normal. The radius of
curvature rcurve of the spherical lens is not a free parameter in sim telarray, but instead
is calculated as a function of n and f :

rcurve = f · (n− 1) (30)

Unlike the lens shown in Figure 36, however, the simulated spherical lens is a quasi-
planar surface that behaves like a spherical lens with the provided parameters (Bernlöhr,
2022b). With sufficiently tuned parameters, the image of this simulated lens can ap-
proximate the one of the DesertACT’s Fresnel lens, especially considering the large
pixel size of the camera. This parameter tuning is discussed in the following.

The initial lens parameters for DesertACT are defined in the optics.cfg configuration
file and are shown in Table 3 with short descriptions. The used Orafol SC 943 Fresnel
lens is manufactured out of acrylic material, with a nominal index of refraction of
n ≈ 1.5 (Schwartz, 2002). Random optical fluctuations in the lens’s horizontal and
vertical imaging behaviour are removed by setting the MIRROR ALIGN RANDOM VERTICAL

and MIRROR ALIGN RANDOM HORIZONTAL parameters to zero. The position of the Fresnel
lens relative to the telescope camera is controlled with MIRROR OFFSET parameter and
set to the negative focal length of the system, with negative values indicating a camera
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Figure 36: Illustration of a spherical lens of diameter D and focal distance f , with an
incoming parallel light ray of a distance h to the optical axis. The radius of curvature
rcurve, the angles of incidence α and refraction β relative to the local surface normal
are highlighted. The orange light ray results in a normal image, while the red light ray
undergoes total internal reflection.

position behind the Fresnel lens. The CAMERA TRANSMISSION defines the wavelength-
dependent transmittance of the optical system, specified in filter.dat (section 3.5.2).
The size and shape of the Fresnel lens are specified in the DACT lens.dat configuration
file shown in Configuration 4.

1 # Lens parameters

2 # 1: X-position

3 # 2: Y-position

4 # 3: Fresnel lens diameter [cm]

5 # 4: Fresnel lens focal length [cm]

6 # 5: Fresnel lens shape [0: round]

7 0.0 0.0 54.97 0 51.32 0

8

Configuration 4: The Fresnel lens parameter configuration is specified in the
DACT lens.dat configuration file. The parameter descriptions are adapted from Bernlöhr
(2022b).

A first ray tracing simulation for this initial configuration of DesertACT’s optical
system is performed for 50k simulated photons. The resulting photon positions on the
Fresnel lens are shown in Figure 37a.

It is apparent from Figure 37a that only a central region of the lens with a diameter
of 34.21 cm shows tracked photons. Photons outside this region do not reach the pixel
plane. This is due to the spherical nature of the simulated lens, as the radius of curvature
is small enough to result in total internal reflection for distances h < R to the optical
(central) axis (compare Figure 36). The critical distance hcrit. at which total internal
reflection occurs can be derived from Snell’s law (Riedl, 2001):

n · sin(α) = nair · sin(β). (31)

Here, n and nair denote the index of refraction of the Fresnel lens material and air,
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Parameter Value Description

MIRROR CLASS 3 Defines use of spherical lens.

MIRROR LIST DACT lens.dat Position and diameter of lens.

FOCAL LENGTH 51.32 Focal length of the lens in [cm].

MIRROR OFFSET -51.32 Distance of camera from the
lens [cm]. A negative value
means the camera is behind the
lens.

FOCUS OFFSET 0.0 Distance of starlight focus from
the camera pixel entry plane.

MIRROR ALIGN RANDOM * 0.0 Disables all random optical
variation parameters, including
vertical and horizontal varia-
tions.

CAMERA TRANSMISSION filter.dat Contains the wavelength-
dependent transmittance
values.

Table 3: Initial sim telarray parameters used in the optics simulation for DesertACT,
with both values and a short description (Bernlöhr, 2022b).
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Figure 37: The distribution of tracked photons on the Fresnel lens for the original focal
length (a) and the new focal length, mitigating the effect of total internal reflection (b).
The physical lens diameter was set to D = 2R = 549.7mm (highlighted in purple). In
addition, (a) shows the expected effective diameter limited by total internal reflection
in black.
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respectively. The latter can be approximated with nair ≈ 1 (Laufer, 1996). Total
internal reflection occurs when incoming light is refracted back into the lens instead of
refracted to the bordering media. This, in turn, requires an angle of refraction β ≥ 90◦

(compare Figure 36). The critical angle of incidence αcrit. = arcsin
(
n−1

)
is calculated

from Snell’s law. The critical distance to the optical axis after which total internal
reflection occurs is

hcrit. = rcurve · sin(αcrit.) =
rcurve
n

(30)
= f · n− 1

n
. (32)

For the simulation parameters shown in Table 3, the critical distance is hcrit. ≈
171.07mm. This informs an effective lens diameter of D = 2hcrit. = 342.14mm,
which is highlighted in Figure 37a. The calculated critical distance fits the simulation
result perfectly.

Since the direct implementation of the optical parameters does not produce the
required output, new parameters for the optic simulation are derived to mimic the
behaviour of the Fresnel lens without using its physical parameters directly. This can be
done as long as the light-capturing area of the telescope (lens diameter) is not altered
and the real telescope’s optical PSF is replicated. The internal reflections limiting
the effective diameter are absent in the actual Fresnel lens. Hence, new simulation
parameter values for the focal distance and refractive index must satisfy

R ≤ hcrit. = f · n− 1

n
(33)

to prohibit total internal reflection for photons spread over the entire lens diameter. One
could use the refractive index alone to satisfy this requirement, with n = (1− R/f)−1 ≈
2.15 for R/f ̸= 1. In this case, the valid parameter range (1.001 ≤ n ≤ 5.0) in sim telarray
(Bernlöhr, 2022b) would not suffice to replicate the measured R90% values seen in Table 2.
Consequently, a new focal length fnew is selected instead to satisfy the requirement
in Equation 33. Using the Fresnel lens parameters, a new minimum focal length of
fnew ≳ R(n/n−1) = 824.55mm is calculated, resulting in a ratio of fnew/f ≳ 1.61 between
the new and old focal lengths. The tracked photon distribution of a ray tracing simula-
tion with the new focal length parameter is shown in Figure 37b. As expected, tracked
photons are found over the entire Fresnel lens area, and no total internal reflection occurs.
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The newly calculated value for the focal length is the lower limit for focal lengths
that can be chosen to mitigate the effects of total internal reflections. In general, the
longer the focal length, the closer the behaviour of the spherical lens will be to that of
an ideal lens. With wise foresight, a ratio of fnew/f = 3 between the new and old focal
length is selected, as this allows for sufficient adjustment of the PSF size in the valid
parameter range of n to replicate the measured R90% values in Table 2. Increasing the
focal length and keeping all other parameters constant will also change the image on
the focal plane. To ensure that the image of the simulation also corresponds to that of
the actual Fresnel lens, the size of the pixels and their positions must be scaled as well.

R Camera 1

Camera 2

h1
h2

α

φ

f1

f2 = s · f1
Figure 38: Illustration of a spherical lens of radius R for an incoming central light ray
with an offset α to the optical axis (orange) for two different camera image planes at
distances f1 and f2. The focal length f2 is connected to f1 with a scaling factor s. The
heights h1 and h2 are the radial distance of the light ray’s impact point on camera 1
and camera 2, respectively. The largest possible incidence angle ϕ is highlighted for
camera 1.

A schematic view illustrating this scaling is shown in Figure 38. A central ray
under incident angle α hits the lens, and its image is projected on camera 1 at focal
distance f1 at height h1. Let h1 be the position of a pixel in the camera layout shown
in Figure 34. Changing the focal length to f2, the new position for this pixel is now
h2. Using simple trigonometry, the corresponding pixel position h2 = h1(f2/f1) for the
focal length f2. This expression is valid for both spatial directions on the camera plane
(X-Y-Coordinates). Therefore, each pixel centre’s coordinates shown in Figure 34 is
scaled by a factor of s = fnew/f = 3. Likewise, the pixel size needs to be scaled by
this factor to maintain the established camera geometry. It should be noted that the
increase in the pixel size and scaling of coordinates only corrects for the change in lens
image and does not increase the light yield per pixel as the light collection area (Fresnel
lens diameter) is not altered.

This increase in focal length also changes the maximum incidence angle ϕ (see
Figure 38). Following Koschinksy (2017), this angle can be calculated using the camera
radius of Rcam = 60mm, the focal length of f = 513.2mm, and a focal length scaling
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factor of s:

ϕ(s) = arctan

(
R+Rcam · s

f · s

)
. (34)

For the original telescope parameters, one finds ϕ(s = 1) ≈ 33.12 deg, and for the new
telescope parameters ϕ(s = 3) ≈ 16.78 deg. Consequently, the angular acceptance for
the Winston cones shown in Figure 33 must be rescaled. This is done by multiplying
the incidence angles in the acceptance table (cone acceptance.dat) with a factor of
ϕ(s = 3)/ϕ(s = 1) = 0.51. This way, the new maximum incidence angle is assigned the
same transmittance value as before.

These changes are implemented, and a new ray tracing simulation is performed. In
addition to the photon distribution on the Fresnel lens, the stored photon positions on
the pixel plane are now utilised to create an overview of the ray tracking results shown
in Figure 39.

To create an X-Y plane side view of the ray tracing simulation, the central line of
the Fresnel lens along the X-direction is divided into 25 equidistant points, and the
closest photon to these points is identified. The path of these photons is extracted and
displayed with the position and size of the Fresnel lens and the camera as implemented
in the simulation. Since an upscaling of the camera is required to mimic the imaging
behaviour of the actual Fresnel lens, the optic simulation must be treated as a black
box, such that the coordinates of each photon on the pixel plane must be scaled back
by the same factor of s = 3 that is used to upscale the camera.

The R90% is determined following the algorithm presented in Niggemann (2016),
enabling easy comparison of the measured results (Table 2) to the simulation results.
Let N be the total number of photons in the PSF distribution on the pixel plane. Each
photon i = 1...N is associated with a coordinate pair (xi, yi) on the pixel plane. The
coordinates of the PSF’s CoG on the pixel plane are calculated as

xCoG =

∑N
i xi
N

and yCoG =

∑N
i yi
N

. (35)

For each photon, the radial distance Ri =
√
(xi − xCoG)

2 + (yi − yCoG)
2 relative to the

CoG is calculated and stored in an ordered set of the form

R = {R1, R2, ..., Ri, Ri+1, ..., RN−1, RN |Ri ≤ Ri+1}. (36)

The R90% is determined by finding a newly chosen radial distance R90% in which 90%
of the total number of photons are contained

R90%∑
R1

1 ≈ 0.9 ·N. (37)

The accuracy of this method is evaluated using a two-dimensional Gaussian distribution
of the form shown in Equation 38. In this case, the expected RTheory

90% can be calculated
directly and compared to the result of the algorithm described above.

G(x, y) =
1

2π
√
σ2xσ

2
y

exp

[
−
(
(x− µx)

2

2σ2x
+

(y − µy)
2

2σ2y

)]
. (38)
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Figure 39: Ray tracing overview containing the photon distribution on the Fresnel lens
(top left) and on the pixel plane (bottom left), the X-Z side projection of the optical
setup as well as the normalised pixel intensities of the pixels that are hit by a photon.
The simulation is performed for a focal length of f = 153.96 cm, index of refraction
n = 1.5 and a camera scaling factor of three. All intensities are normalised.

For ease of calculation it is assumed that µx = µy = 0 and σx = σy = 1, resulting in a
simplified expression:

G(x, y) =
1

2π
exp

[
−x

2 + y2

2

]
. (39)
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The integral of Equation 39 can be easily obtained in polar coordinates (r = x2+y2):

IG(R) =
1

2π

∫ R

0

∫ 2π

0
e−

r2

2 r dr dφ

=

∫ R

0
e−

r2

2 r dr. (40)

With the use of substitution (u = r2/2 and du = r dr) the integral is solved

IG(R) =

∫ R2

2

0
e−u du

=
[
−e−u + C

]R2

2
0

= 1− e−
R2

2 . (41)

Using the limit limR→∞ IG(R) = 1, RTheory
90% can be calculated:

IG(R
Theory
90% ) = 0.9

!
= 1− e−

R
Theory
90%

2

2 (42)

RTheory
90% =

√
−2 ln(1− 0.9) ≈ 2.14597. (43)

To test the algorithm described above, the distribution in Equation 39 is sampled one
million times. The algorithmically determined result R90% ≈ 2.14597 = RTheory

90% agrees
with the expected value.

This accuracy, however, requires an adequate number of photons to be simulated.
The comparison between the algorithm’s result and the expected theoretical value can
be used to estimate the minimum amount of simulated photons required. To this
end, increasing sample sizes are taken from the distribution described in Equation 39
and the R90% algorithm applied. For each sample size, the random sampling and
subsequent application of the algorithm are repeated 100 times, and the relative
difference (RTheory

90%
−R90%)/RTheory

90%
is calculated. The mean and standard deviation of the

distribution for each sample size are shown Figure 40.
A relative difference of 1%, highlighted in orange in Figure 40, is deemed acceptable.

This threshold is reached for sample sizes > 2 · 104. Thus, the previously chosen number
of 50 k photons for ray tracing simulations is justified and is used in the following unless
stated otherwise.

This validated method to determine R90% is applied to a ray tracing simulation with
the current simulation settings used in Figure 39. The result is shown in Figure 41. As
seen in Figure 41a, the resulting containment radius produced by the current simulation
parameters and no offset to the optical axis is R90% = 10.40mm. To approach the
reference value of 3.24mm (see Table 2), the index of refraction n is increased until
the best match is found, which is shown in Figure 41b. For an index of refraction of
n = 2.2448, a perfect match is established between the measured and simulated value
at zero offset to the optical axis.
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Figure 40: The relative difference between the expected and simulated containment
radius, denoted with RTheory

90% and R90% respectively, for varying amounts of random
samples taken from the simplified two-dimensional Gaussian in Equation 39. The
calculations for each sample size are repeated 100 times with the mean shown as the
datapoint and the standard deviation as error bars. The 1% band around zero relative
deviation is highlighted in orange.
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Figure 41: Applied R90% algorithm on photon coordinates on the pixel plane for a focal
length of f = 153.96 cm and two different indices of refraction. The photon position
coordinates are scaled down by the camera scaling factor of three to correct for the
increased camera size in the simulation.

The 90% containment radius with the newly selected index of refraction is also
evaluated at non-zero optical axis offsets and compared to the measurement results
shown in Table 2. This comparison in shown in Figure 42.
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Figure 42: Measured R90% of the Orafol SC 943 Fresnel lens (Niggemann, 2016) at a
distance of f = 513.2mm for incoming parallel light at different offsets to the optical
axis together with the simulation results. Variance around the measured values of 1/8 th
of the Winston cone flat-edge diameter (1.875mm) is highlighted in grey. Measurements
are taken from Niggemann (2016) and extracted with the polynomial fit (see Figure 35).

Here, an interval of 1/8 th of the Winston cone flat-edge diameter (±1.875mm) is
highlighted. While the deviations between the measured and simulated R90% values
increase with increasing offset to the optical axis, they remain small even compared to
a fraction of the pixel size. Therefore, the differences are considered negligible. It is
concluded that the newly determined Fresnel lens simulation parameters reproduce the
behaviour of the actual Fresnel lens on the scales of the DesertACT pixels.

During the production of DesertACT, however, the telescope body was constructed
3 cm too short. Therefore, the camera is out of focus by this amount. This is implemented
with the FOCUS OFFSET parameter (Table 3). The introduced scaling of s = 3 for the sim-
ulated focal length must also be taken into account, resulting in a FOCUS OFFSET setting
of 9 cm. The final parameters that specify the optics of DesertACT are shown in Table 4

With the newly implemented and validated optic parameters, the simulation can
be used to determine the optical properties of DesertACT. One such property is the
relative optical acceptance, which later informs other simulation parameters. Again,
ray tracing simulations are carried out for incoming parallel light with increasing offset
to the telescope’s optical axis. An example ray tracing overview for a 5◦ offset is shown
in Figure 43. Such simulations are carried out for offsets between 0 deg to 10 deg zenith.
The CoG of the PSF moves away from the camera centre in the X-direction with
increasing offset to the optical axis (Figure 43). This movement represents the longest
valid linear path through the active pixels of the camera. From these simulations, the
so-called relative optical acceptance curve is determined. It is the ratio between the
number of photons that hit the camera Ncam. and the number of simulated photons
N for a given offset of incoming parallel light to the optical axis. The result is shown
in Figure 44. The point at which the relative acceptance falls to zero is identified as
the angular acceptance θmax = 7.54◦ of the telescope. For this point, the PSF has fully
traversed all 4.5 pixels to reach the edge of the camera. From this, the pixel FoV of
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Parameter Value Description

MIRROR CLASS 3 Defines use of spherical lens.

MIRROR LIST DACT lens.dat Position and diameter of lens.

FOCAL LENGTH 153.96 Focal length of the lens in [cm].

MIRROR OFFSET -153.96 Distance of camera from the
lens [cm]. A negative value
means the camera is behind the
lens.

FOCUS OFFSET 9 Distance of starlight focus from
the camera pixel entry plane.

MIRROR ALIGN RANDOM * 0.0 Disable all random optical vari-
ation parameters including ver-
tical and horizontal reflection
variations.

CAMERA TRANSMISSION filter.dat Contains wavelength depen-
dant transmittance values,
scaled to account for the
increased focal length and
camera size.

Table 4: Final sim telarray parameters used in the optics simulation for DesertACT,
with both values and a short description (Bernlöhr, 2022b).

φpix. ≈ 1.68◦ is calculated.
This is consistent with the expected pixel FoV of the initial IceACT design, adjusted
for the increased Winston cone size. Contrary to the hexagonal Winston cones used for
DesertACT, the initial IceACT design used round hollow funnels with a diameter of
13.42mm and an expected pixel FoV of 1.5 deg (Aartsen et al., 2020b). As this initial
prototype used the same Fresnel lens with near identical focal distance to the funnel
entrance plane and identical pixel tiling, the equivalent pixel FoV expected for the
hexagonal Winston cones can be estimated as 1.5 deg · (15mm/13.42mm) ≈ 1.68 deg. This,
in turn, is consistent with the presented simulation.
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Figure 43: Ray tracing overview with the photon distribution on the Fresnel lens (top
left) and on the pixel plane (bottom left), the X-Z side projection of the optical setup as
well as the normalised pixel intensities of the pixels that are hit by a photon. Simulated
for the new simulation parameters in table Table 4 and a zenith offset of 5 ◦ to the
artificial star.
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Figure 44: Relative acceptance of the simulated DesertACT optics for final optic
simulation parameters (Table 4) over the offset of incoming parallel light to the optical
axis.
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3.5.5 Modification of the Electronic Signal Chain Based on TARGET

With the successfully implemented optical components in the previous section, the next
step is to add the electronic components. As mentioned in section 3.3, DesertACT
adapts the TARGET-Module (TM) for sampling, triggering and signal readout. The
TARGET-Module (TM) is already part of the CHEC-S simulation in sim telarray, with
a copy of the configuration file CTA-PROD4-SST-CHEC-S-camera.cfg being part of
the sim telarray base installation. A copy of this configuration file and subsequently
included files is the basis for DesertACT’s camera configuration file camera.cfg. As the
original CHEC-S simulation configuration file contains an extensive list of parameters,
only those modified are mentioned. However, trivial configuration parameters such as
the camera name and output filenames are excluded, as these are of no consequence for
the simulation output.

The signal shaping electronics for the used SiPMs were modified for the use in
DesertACT compared to what is used for CHEC-S. This, in turn, results in a different
shape of the input signal pulse. The new pulse shape provided by (Zink, 2021) is
sampled in 1 ns steps and is shown in Figure 45 together with the original CHEC-S
SiPM pulse.
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Figure 45: Shaped and amplitude normalized DesertACT SiPM pulse sampled in 1 ns
steps and previously used pulse shape for CHEC-S as implemented in sim telarray. The
DesertACT SiPM pulse was provided by Zink (2021)

The sampled pulse is again used to create a two-column table stored in the
dact pulse.dat configuration file, with the time and normalized amplitude in each
row. This pulse can characterize both the discriminator and the FADC pulse shape.
Furthermore, sim telarray requires a parameter for the FADC amplitude, which defines
the mean signal amplitude of a single p.e.. This is set to ≈ 6ADC-counts (Zink, 2021).
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Another parameter that needs to be considered is the quantum efficiency or PDE of
the used SensL MicroFJ-60035-TSV SiPM modules. The manufacturer’s datasheet (SCI,
2021) provides such a PDE curve for two different Over Voltages (OVs) of 6.0V and 2.5V,
shown in Figure 46. The OV = Vop − Vbr is the difference between the breakdown and
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3.95V OV (interpolated)
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Figure 46: Manufacturer provided PDE curve of the SensL MicroFJ-60035-TSV
SiPM (SCI, 2021) for OV = 2.5V and OV = 6.0V. The PDE curve at OV = 3.95V is
created by linear interpolation between the two provided curves. The data is taken from
manufacturer’s datasheet (SCI, 2021) and extracted using the webplotdigitizer (Rohatgi,
2022).

operating voltage of the SiPM. The SiPM’s datasheet provides a minimal and maximal
breakdown voltage Vbr = 24.2V − 24.7V. For further calculations, the arithmetic
mean Vbr = 24.45V is used. During the Namibia campaign, an operating voltage of
Vop = 28.4V was used, resulting in an OV = 3.95V (Dietz, 2018). Since no PDE curve
is provided for this OV, it is created by linearly interpolating between the two provided
PDE curves. Let PDE(OVi, λ) be the PDE curve for an overvoltage OVi for (i = a,b, c).
Further, let OVa ≤ OVb ≤ OVc. The interpolated PDE curve for an overvoltage OVb

is calculated as

PDE(OVb, λ) =
(OVb −OVa) · PDE(OVc, λ)− (OVb −OVc) · PDE(OVa, λ)

OVc −OVa
. (44)

Using Equation 44 with OVa = 2.5V, OVb = 3.95V, and OVc = 6.0V the interpo-
lated PDE curve is calculated and shown in Figure 46.
The manufacturer also provides a graph, seen in Figure 47, detailing the relationship
between the maximum PDE curve peak value and the overvoltage (SCI, 2021). A linear
fit of the form f(OV) = m ·OV+ t is made to the data, and the PDE peak value at the
required OV f(OV = 3.95V) = 0.4398 is extracted.
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Figure 47: The PDE curve maximum for varying overvoltage settings with a linear
fit from which the PDE peak value at 3.95V OV is extracted. Data taken from
manufacturer datasheet (SCI, 2021) and extracted with the webplotdigitizer (Rohatgi,
2022).

The linear interpolated PDE curve calculated with Equation 44 predicts a value of
PDEmax(OV = 3.95V) = 0.4305 at the same OV. The interpolation prediction and the
manufacturer’s expectation match within 2.2%, deemed acceptable. Furthermore, the
linear relationship between the PDE peak value and the selected overvoltage validates
the linear interpolation approach chosen for the PDE curves. Again, the interpolated
PDE curve is sampled in 1 nm intervals and tabulated in the dact PDE.dat configuration
file, with each row containing a wavelength and the corresponding PDE value.

Sim telarray further allows specifying the minimum number of photons and photo-
electrons required to run a simulation. This way, no CPU time is wasted on telescope
response simulations that do not result in data output. One of the telescope properties
that should be derived from this simulation is the proton energy threshold. Hence,
the simulation is run for every simulated event. These modified parameters for the
electronic simulation are shown in Table 5. Here, the number of camera pixels also
needs to be explicitly specified.
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Parameter Value Description

DISCRIMINATOR PULSE SHAPE dact pulse.dat Pulse shape of the discriminator.

FADC PULSE SHAPE dact pulse.dat Pulse shape of the FADC.

FADC AMPLITUDE 8 ADC amplitude of a single p.e.

CAMERA PIXELS 64 Number of defined camera pixels.

MIN PHOTONS -1 Least amount of photons required to
run a simulation.

MIN PHOTOELECTRONS 0 Least amount of p.e. required to run
a simulation.

QUANTUM EFFICIENCY dact PDE.dat PDDE curve of the specified camera
pixels.

Table 5: Modified sim telarray parameters and values for DesertACT’s electronic
simulation based on the CTA-PROD4-SST-CHEC-S-camera.cfg configuration file for
CHEC-S. The parameter descriptions are adabted from (Bernlöhr, 2022b).

3.5.6 First Cherenkov Shower Simulations

With the implemented sim telarray telescope response simulation of DesertACT, coupled
Cherenkov shower simulations with CORSIKA can be produced. In the following,
Cherenkov showers will be referred to as showers. As introduced in section 2.7.1,
the simulation of hadronic showers is complex and requires extensive configuration
for a specific location. The default installation of the CORSIKAsoftware already
provides a H.E.S.S.-site specific companion script (hess2d run) that creates the required
CORSIKA-input parameters file based on simple user input.

The user must specify the primary particle type inducing showers, zenith, and
azimuth direction of the showers, simulated energy range, number of simulated showers,
simulation multiplicity, and the simulation date. The latter is essential to calculate the
earth’s magnetic field strength at the H.E.S.S.-site. With this information, a template
CORSIKA-input file containing the simulation parameters is modified accordingly.

DesertACT-standalone proton simulations are conducted using the default QGSJET
II-04 high-energy interaction model (see section 2.7.1). The H.E.S.S. simulation template
is modified to simulate a single telescope of DesertACT’s size. An X-Y-Z-coordinate
specifies the telescope positions with a radius of a sphere encompassing the telescope.
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Figure 48: Illustration of the photon bunch selection method in the CORSIKA-IACT
package. The illustration is taken from Bernlöhr (2022b).

These coordinates are relative to the array centre and CORSIKA observation level,
equivalent to the altitude above sea level (1835m). The radius defines a sphere around
the telescope, which is part of a fast algorithm that selects which photons are stored
and forwarded to the telescope response simulation done with sim telarray. This way,
photons that do not hit the primary optical element (i.e. mirror or lens) are not
considered in the later simulation. An illustration is shown in Figure 48. Due to the
increased focal length in the DesertACT optic simulation (section 3.5.1), the simulated
telescope frame now has a length of ≈ 1.6m, which is also chosen as the telescope sphere
radius. It should be noted that a larger-than-necessary sphere radius is not detrimental
to the simulation output itself. However, it might add computational time since photon
bunches that do not hit the primary optical element are forwarded to the instrument
response simulation. As mentioned in section 3.4, DesertACT was located on the roof
of an instrument container of 8m height during the Namibia measurement campaign,
which is set as the Z-coordinate. Since DesertACT is the only simulated telescope, its
X-Y-position is set to the array centre at zero.

The simulated events follow a power law with an index of γ = −2.0, within a fixed
energy range from 1TeV to 1PeV. The low-energy boundary is informed by the initial
analysis of the Namibia campaign data in Dietz (2018), estimating DesertACT’s proton
trigger threshold as ≈ 11TeV (Dietz, 2018). Showers can be reused multiple times
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without additional CPU-intensive simulation to improve the simulation performance.
For each reuse, the array is repositioned randomly in a circular area limited by the
user-specified radius RSCAT. How often the array is repositioned for each shower is
specified with the NSCAT parameter. The default values for H.E.S.S.-simulations at the
time of writing are NSCAT = 10, and RSCAT = 800m. Whilst chosen as initial values for
the DesertACT simulation, they are subject to validation later in this section. Therefore,
showers capable of triggering DesertACT with an impact distance far from the array
centre must be considered. As the brightness of the Cherenkov emission is proportional
to the primary particle’s energy (section 2), such showers are predominantly initiated
by higher-energy particles. The terminology of bright and dim showers is commonly
used in this context. To not bias the validation of the maximum shower distance RSCAT,
the upper energy limit of the simulation is chosen generously as 1PeV.

The primary particle’s direction is selected as arriving from the south, which will be
the dominant direction in the later analysis. Per default, the selected primary particles
originate from a single source at the specified pointing direction. Diffuse simulations
can be enabled by specifying a view cone, which defines the half-opening angle of a
cone around the pointing direction from which primary particles can originate. The
simulated view cone should be larger than the telescope’s FoV, as showers that are
initiated outside the telescope FoV can still contribute observable Cherenkov emission
inside the telescope FoV. Due to the radial 7.5 deg FoV of DesertACT (section 3.5.1),
an initial view cone setting of 10 deg is chosen for the simulation. This setting is also
subject to validation later in this section.

DesertACT’s trigger threshold is set in units of p.e. using the
DISCRIMINATOR THRESHOLD parameter in sim telarray. Furthermore, a per-pixel NSB
rate can be specified. A discriminator threshold of 10 p.e. and a NSB rate of 450MHz is
chosen for the initial simulation used to validate the CORSIKA simulation parameters.
The chosen discriminator threshold and NSB rate are informed by final simulation
parameters obtained in section 3.5.7 and represent lower and upper bounds, respectively.
Initial proton-induced air shower simulations are performed with the introduced set-
tings at zenith angles of 15 deg, 25 deg, 35 deg, and 45 deg. The output of sim telarray
is written in the eventio (Bernlöhr, 2005) format and contains both the simulation
parameters of the simulated showers and waveform-level data output of the telescope.
The ctapipe v0.17.0 python package (Noethe et al., 2021) is used to read data from the
simulation files.

As a first step, the chosen RSCAT setting can be validated by looking at the impact
point distribution of all triggered events. At zenith, the RSCAT directly corresponds to
the farthest radial distance to the array centre, at which an event can still result in a
trigger. For non-zero zenith angles θ, however, a projection effect of the impact point
distribution occurs along the X-coordinate (South-North) due to the difference between
the shower and array coordinate system. The impact point distribution, expected
to be radially symmetric, forms an ellipse with a zenith angle dependant ratio of
a/b = cos(θ) between the minor axis a and major axis b. To create a combined impact
point distribution of all produced simulations, the X-coordinates of the impact points
are corrected using this factor with θ, the corresponding zenith angle of the simulation.
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The resulting combined impact point distribution for the simulated zenith angles of
15 deg, 25 deg, 35 deg, and 45 deg with a maximum impact distance of RSCAT = 800m
is shown in Figure 49.
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Figure 49: Zenith angle corrected impact point distribution for a combination of
simulations performed for zenith angles of 15 deg, 25 deg, 35 deg, and 45 deg with a
maximum impact distance of RSCAT = 800m. A theoretical RSCAT = 650m value and
the percentage of contained showers are highlighted.

Only a comparably small fraction of events is detected close to the maximum radial
distance of 800m, resulting in the loss of CPU time during the simulation. Using
the impact point distribution shown in Figure 49, a new RSCAT value of 650m is se-
lected, reducing the simulated area by ≈ 34% while still containing > 99.9% of all events.

Similarly, the viewcone setting is validated by observing the event distribution inside
the viewcone. The simulation output provides the impact point, shower direction S, and
telescope pointing P in the array coordinate system. These vectors consist of an azimuth
and zenith component ϕ and θ, respectively. An illustration of the CORSIKA-coordinate
system together with these vectors are shown in Figure 50

To determine the position of the shower inside the specified viewcone, only the
angular offset dφ and its components are important. Expressing these vectors in a
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Figure 50: CORSIKA-coordinate system with telescope pointing direction P and shower
direction S. θ and ϕ denote the zenith and azimuth angles, respectively. dφ is the
angular offset between the shower direction and telescope pointing.

spherical coordinate system yields:

P̂ =

sin(θP ) cos(ϕP )
sin(θP ) sin(ϕP )

cos(θP )

 Ŝ =

sin(θS) cos(ϕS)
sin(θS) sin(ϕS)

cos(θS)

 (45)

With this, the angular offset dφ is calculated as

cos(dφ) = P̂ · Ŝ
= sin(θP ) cos(ϕP ) · sin(θS) cos(ϕS) (46)

+ sin(θP ) sin(ϕP ) · sin(θS) sin(ϕS)
+ cos(θP ) · cos(θS).

dφ can now be decomposed into its azimuth dφaz and altitude component dφalt. An
illustration of which is shown in Figure 51. Since the viewcone is centred around the
telescope pointing direction, the azimuth and altitude component description of the
angular offset, as shown in Figure 51, is adapted. By this definition, the altitude
component is equivalent to the angular offset when the azimuth coordinate of S is set
equal to the one of P̂ such that dφalt = dφ(ϕS = ϕP ). Using Equation 46, the altitude
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Figure 51: CORSIKA-coordinate system with the telescope pointing direction P and
shower direction S. dφaz and dφalt denote the azimuth and altitude component of the
shower’s position inside the simulated viewcone.

separation between the telescope pointing and shower direction is calculated as

cos(dφalt) = sin(θP ) sin(θS) · cos2(ϕP )
+ sin(θP ) sin(θS) · sin2(ϕP )
+ cos(θP ) cos(θS)

= sin(θP ) sin(θS) + cos(θP ) cos(θS)

= cos(θS − θP ). (47)

From this, the altitude component of the angular offset can be expressed as is dφalt =
θS − θP . The azimuth component is identified similarly, and dφaz = dφ(θP = θS) is
calculated by setting the zenith component of Ŝ equal to the one of P̂ in Equation 46.

cos(dφaz) =

cos(ϕP ) cos(ϕS) + sin(ϕP ) sin(ϕS)︸ ︷︷ ︸
=cos(ϕS−ϕP )

 · sin2(θP ) + cos2(θ)

= cos(ϕS − ϕP ) · sin2(θP ) + cos2(θP ) (48)

=⇒ dφaz = arccos
(
cos(ϕS − ϕP ) · sin2(θP ) + cos2(θP )

)
(49)

Using Equation 46, Equation 47, and Equation 49, the angular offset dφ and its
components are calculated for each simulated event. A 2D-Histogram of the shower
positions inside the viewcone is shown in Figure 52.
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Figure 52: Event distribution inside the simulated 10 deg viewcone. Input data is a
combination of simulations performed for zenith angles of 15 deg, 25 deg, 35 deg, and
45 deg with a maximum impact distance of RSCAT = 800m.

As expected, the distribution is close to uniform for small angular offsets. The
distribution shows a rapid falloff towards the viewcone edges due to the telescope’s
decreasing angular acceptance (Figure 44). This can also be seen in Figure 53, where
the number of events per angular offset bin is shown. The linear rise between 0 deg
to 4.35 deg is consistent with a constant radial event density per angular offset dφ.
Moreover, Figure 53 also shows two different methods to calculate the angular offset.
The first method is the direct calculation described in Equation 46 (shown in blue).
The second method uses the azimuth and altitude component of the angular offset to

calculate dφ =
√

dφ2
alt + dφ2

az. Both methods show agreement, with residuals below

1.5σ. The small deviations are attributed to rounding errors in the calculation and
subsequent bin assignment.

The chosen 10 deg viewcone setting is validated by calculating the fraction of
contained events within a specified angular offset dφ, which is defined as the ratio
between the number of events with an angular offset ≤ dφ and the total number of
events. As shown in Figure 54, an angular offset of dφ = 9.5 deg encloses 99.68% of all
simulated runs. It should be noted that only a viewcone of 10 deg was simulated, and
indeed, events can be found for larger offsets. However, the increasing flattening of the
curve towards larger angular offsets in Figure 54 suggests that larger viewcone settings
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Figure 53: The number of events per angular offset dφ inside the viewcone calculated
directly using Equation 46 (blue) as well as utilizing the altitude and azimuth component
of the angular offset dφalt and dφaz respectively (orange). Both distributions are made
transparent to make the deviations more visible. Assuming Poissonian errors for each
bin.

are entering the regime of diminishing returns. Hence, the viewcone setting of 10 deg is
adapted for further simulations.
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Figure 54: Fraction of events contained within a given angular offset dφ within the
viewcone. The fraction for 9.5 deg is highlighted.
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3.5.7 Recreation of the Namibia Measurement Campaign

To validate that the new telescope simulation indeed produces DesertACT-like output,
the available data from the Namibia campaign (see section 3.4) is used. The Namibia
campaign data and the simulation results can only be compared when the simulation
mimics the same observation conditions. These conditions include the telescope location,
pointing, NSB rate, and set discriminator threshold of DesertACT. All location-specific
settings have already been implemented in section 3.5.6 and follow the example of
existing simulations at the H.E.S.S.-site. The remaining pointing positions, NSB rate
and the discriminator threshold of DesertACT are deduced from H.E.S.S.-data during
the time of the Namibia campaign. As mentioned in section 3.4, DesertACT followed
the planned observation schedule of the H.E.S.S. array.

The H.E.S.S. observation schedule consists of single runs scheduled throughout the
night with DesertACT observations grouped similarly. As single telescope events in
DesertACT are matched up to corresponding H.E.S.S. events using the event time-stamp
in Dietz (2018), the DesertACT runs can be correlated to H.E.S.S. runs. It should
be noted that each DesertACT can contain multiple H.E.S.S. runs, mostly at similar
pointing positions but not vice versa. The NSB rates for each H.E.S.S.-telescope and
the pointing position in the zenith-azimuth coordinate system are extracted from the
H.E.S.S.-database. Average values for the pointing direction and the NSB are calculated
for all H.E.S.S. runs in a DesertACT run over all small H.E.S.S. telescopes (CT1-4).
For this average, all H.E.S.S. runs are weighted equally, as all observations are of similar
length and general pointing direction. However, each DesertACT run is of varying
length, and the number of contained events fluctuates drastically. To account for this
in later results, the relative contribution of each DesertACT run is calculated as the
fraction of the contained events to the total number of events over all DesertACT runs.
The results are tabulated in Table 6.

Ideally, each DesertACT run in Table 6 would be replicated in the later simulation
in a so-called run-wise simulation. However, this would increase the simulation time
significantly. To run a more efficient simulation, the run list shown in Table 6 is first
binned concerning the observed zenith angles. A bin width of 10 deg from 10 deg to
50 deg is chosen as a compromise between the accurate replication of the original run
list and the required simulation time. The relative contribution of each zenith bin is
shown in Figure 55.
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DesertACT
run number

Relative
contribution

H.E.S.S.
run numbers

Zenith angle
[deg]

Azimuth angle
[deg]

NSB
[MHz]

190403 215 0.076 147805 - 147810 35± 11 108.6± 1.2 152± 9

190407 100 0.014 147945 41.34± 0 200.73± 0 223.2± 2.7

190402 105 0.010 147758 31.22± 0 67.98± 0 99.1± 1.0

190405 100 0.014 147874 - 147875 40.0± 2.9 72.39± 0 90.4± 0.8

190402 200 0.002 147759 24.84± 0 58.92± 0 99.5± 0.8

190406 2000 0.117 147901 - 147910 39.4± 2.7 177± 14 219± 8

190405 2140 0.012 147869 - 147870 37.3± 0.8 169.3± 2.1 232± 5

190406 350 0.015 147917 16.56± 0 323.6± 0 87.9± 0.9

190407 2000 0.012 147933 24.99± 0 236.77± 0 92.8± 0.8

190404 2005 0.002 147834 23.26± 0 235.05± 0 107.9± 0.9

190407 2200 0.082 147938 - 147944 37.4± 0.9 181± 9 228± 6

190405 2215 0.051 147870 - 147873 37.0± 0.5 181± 7 235± 7

190407 350 0.041 147955 - 147956 9.2± 2.8 121.5± 1.7 123.7± 1.3

190407 250 0.043 147953 - 147954 18.5± 1.9 319± 8 85.0± 1.2

190402 210 0.020 147760 23.69± 0 55.14± 0 98.0± 0.7

190407 150 0.065 147949 - 147952 49± 5 315± 8 78.9± 1.5

190405 130 0.053 147876 - 147879 50± 7 109.6± 1.3 165± 11

190404 2015 0.135 147840 - 147849 36± 17 112± 6 159± 11

190402 250 0.066 147761 - 147763 15.5± 1.0 133± 150 98.3± 1.3

190407 130 0.023 147947 39.04± 0 336.74± 0 74.0± 0.7

190406 420 0.008 147918 16.82± 0 115.11± 0 132.0± 1.1

190403 2320 0.030 147799 - 147801 37.8± 1.2 190± 4 226± 6

190406 300 0.030 147915 - 147916 14.5± 0.7 183± 166 85.9± 1.0

190406 100 0.080 147911 - 147914 40± 3 333± 11 76± 3

Table 6: DesertACT run numbers and corresponding H.E.S.S. run numbers identified
using the run time stamp during the Namibia campaign. The mean pointing direction
in zenith and azimuth are calculated over all H.E.S.S. runs in a DesertACT run with the
error representing the standard deviation of these values. Mean NSB is calculated over
all mono NSB entries for the small H.E.S.S. telescopes CT1-4. The relative contribution
is the number of events relative to the total number of events a single DesertACT run
contributes.
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Figure 55: Relative contribution of DesertACT runs in Zenith bins from 10 deg to 50 deg
with a bin-width of 10 deg.
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This process could be repeated with the azimuth angles in the run list. However, as
seen in Figure 56, most runs are taken towards the south, and additional binning would
further increase the required computing time. Thus, the average azimuth angle over all
runs, weighted with the relative contribution of each run, is calculated as ≈ 183 deg
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Figure 56: The relative contribution of DesertACT runs in azimuth bins from 0deg to
360 deg with a bin-width of 20 deg. This distribution is illustrated as a plain histogram
in (a) and in polar coordinates with the respective CORSIKA-coordinate cardinal and
ordinal directions (b).

As mentioned in section 3.5.6, the H.E.S.S.-site specific companion script that creates
the CORSIKA-input parameters file allows specifying the azimuth angle of incoming
showers in terms of cardinal directions (N, E, S, W) only. Due to the near-perfect match
with the average run azimuth angle, all runs will be simulated arriving from the south.

To reduce the number of simulated configurations further, a NSB binning is in-
troduced, which is informed by the NSB distribution of the run list. This distribu-
tion can be seen in Figure 57. Here, three NSB regions R1 = 70MHz − 115MHz,
R2 = 115MHz − 200MHz, R3 = 200MHz − 260MHz are identified and will later be
used to initially group the DesertACT runs.
Initially, runs are preselected based on the zenith-angle bin assignment, shown in

Figure 55. Within this selection, DesertACT runs are further grouped into one of the
three NSB regions R1, R2, and R3. For each such region, the mean NSB of selected
runs, weighted with the relative contribution of each run, is calculated. This yields a
new binned run list, shown in Table 7, later used for the simulations.

The only parameters not yet determined are the NSB rate as seen by DesertACT
and the set discriminator threshold for each run in the simulation run list. Both will be
determined in the following.
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Figure 57: Relative distribution of mean CT1-4 NSB of DesertACT runs to mean
H.E.S.S. CT1-4 NSB bins. Identified NSB regions R1, R2, and R3 are highlighted in
colour.

Determining the DesertACT NSB Setting for Sim telarray

Since the detected NSB rate of DesertACT during the Namibia campaign is unknown,
it must be calculated based on the mean H.E.S.S. CT1-4 NSB values. Following Preuß
et al. (2002), the wavelength-dependent NSB flux ϕ(λ) can be calculated based on a
measured NSB rate R as

ϕ(λ) =
R

A · Ω ·
∫
S(λ) · T (λ) · PDE(λ) dλ

, (50)

with A the collection area, T (λ) the wavelength-dependent transmission, and PDE(λ)
the wavelength-dependent photon detection efficiency of the instrument. S(λ) is the
normed shape of the NSB spectrum such that

∫
S(λ) dλ = 1, which is shown in Figure 58.

It is a simplification of the measured NSB spectrum in La Palma presented in Benn
and Ellison (1998). As of the time of writing, no full-spectrum measurements of the
NSB spectrum are available for the H.E.S.S.-site in Namibia.

Since the total NSB flux ϕ(λ) is instrument-independent, it is the same for both
DesertACT and the small H.E.S.S. telescopes. This is used to calculate a conversion
factor

ω =
RDesertACT

RH.E.S.S.
, (51)

that translates a measured H.E.S.S. NSB rate RH.E.S.S. to the NSB rate RDesertACT

that is set for DesertACT in sim telarray.

It is important to distinguish between the measured NSB rate and the NSB setting
in sim telarray. The latter does not include all transmittance effects of the optical
telescope elements, such as the mirror degradation, as they are simulated at runtime.
These effects, however, are included in the measured NSB rate of the small H.E.S.S.
telescopes.
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Zenith angle bin
[deg.]

Mean Hess NSB
in bin [MHz]

Relative
contribution

15 91 0.164
132 0.008

25 97 0.036

35 82 0.033
157 0.231
226 0.302

45 79 0.159
165 0.053
224 0.014

Table 7: Zenith and NSB binned run list with the relative contribution to the total
number of simulated runs.

300 350 400 450 500 550 600 650
Wavelength  [nm]

0.005

0.010

0.015

0.020

0.025

0.030

S(
) [

ar
b.

 u
ni

ts
]

Figure 58: Simplified shape S(λ) of the NSB spectrum in La Palma. The data is taken
from Preuß et al. (2002) and extracted with the webplotdigitizer (Rohatgi, 2022).

The Namibia campaign (section 3.4), took place in April 2019. During this timeframe,
the sim telarray configuration for the phase2b5 H.E.S.S. muon phase (section 2.5) was
used, from which the now discussed values are taken.

The PDE curve of the small H.E.S.S. telescopes used in phase2b5 is specified in the
hess qe2.dat configuration file, which is part of the standard sim telarray installation.
The PDE curve is shown in Figure 59a. The default wavelength range of the PDE from
300 nm to 600 nm is extended to 650 nm with the value zero to fit the wavelength range
that is provided by S(λ).
The mirror reflectivity is specified in the hess reflect.dat configuration file and is referred
to as transmittance to comply with the established terminology. This transmittance is
further modified by a mirror degradation parameter8 that acts as a multiplicative scaling
factor for the entire transmittance curve. Each of the four small H.E.S.S. telescopes

8The mirror degradation parameter is based on the muon efficiency introduced in section 2.5
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Figure 59: PDE curve (a) and mirror transmittance (b) of the small H.E.S.S. telescopes
as specified in sim telarray during the time of the DesertACT Namibia campaign
(phase2b5). Both are shown in the wavelength range from 300 nm to 650 nm predeter-
mined by the available NSB spectrum range. The PDE curve has been extended from
600 nm to 650 nm with the value of zero. Data is taken from stock H.E.S.S. configuration
files in sim telarray.

has such a unique mirror degradation assigned to them. With a standard deviation of
≈ 4% between all four telescopes, the mean degradation of ϵdeg. = 63.3% is adapted
and added to the transmittance curve. The result can be seen in Figure 59b.

The PDE (see Figure 46) and transmittance curve (see Figure 30) of DesertACT have
been discussed extensively in previous sections. The remaining geometric properties,
such as mirror area and pixel FoV, can be found in Table 8. It should be noted that

CT1-4 CT5 DesertACT

Mirror area A [m2] 94 567.95 0.24
Pixel FoV [deg.] 0.16 0.067 1.68

Solid angle Ω · 106 [sr] 6.13 1.074 667.22

Table 8: the Mirror area and single-pixel FoV for all H.E.S.S. telescope types and
DesertACT. Values for H.E.S.S. telescopes are taken from Bernlöhr (2022a).

Table 8 lists the effective mirror area, taking into account the curvature of the telescope
support structure (section 2.5). The solid angle of a single pixel is the area on a unit
sphere taken up by the pixel FoV α. The latter is the opening angle of a cone, with the
apex located at the centre of the unit sphere. The solid angle of a pixel is calculated as

Ω(α) =

∫ 2π

0

∫ α
2

0
sin(θ) dθdϕ

= 2π
(
1− cos

(α
2

))
(52)
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Inserting Equation 50 into Equation 51, the conversion factor is calculated as

ω =
RDesertACT

RH.E.S.S.

=
ADesertACT · ΩDesertACT ·

∫
S(λ) · TDesertACT (λ) · PDEDesertACT (λ) dλ

AH.E.S.S. · ΩH.E.S.S. · ϵdeg. ·
∫
S(λ) · TH.E.S.S. (λ) · PDEH.E.S.S. (λ) dλ

(53)

= 1.573.

This factor can be used to convert the mean H.E.S.S. CT1-4 NSB-rate to the one that
needs to be specified in the DesertACT sim telarray configuration.

This method is validated by determining a conversion factor translating the H.E.S.S.
CT5 NSB rate to the corresponding CT1 rate. The former is also available from the
H.E.S.S.-database and is used for comparison. During the Namibia campaign, CT5 still
utilised the original camera before the FlashCam upgrade (section 2.5). It used the same
pixel type and transmittance curve as the H.E.S.S. phase-I telescopes, with an altered
mirror degradation of ϵdeg. = 73.8%. Further, the sim telarray configuration specifies
an additional degradation ϵshadow = 92.5% due to the shadowing of the primary mirror
by the camera structure for CT5. From this, the rate fraction between CT5 NSB rate
RCT5 and CT1 NSB rate RCT1 is calculated as

RCT5

RCT1
=
ACT5 · ΩCT5 · ϵCT5

deg. · ϵCT5
shadow

ACT1 · ΩCT1 · ϵCT1
deg.

(54)

= 1.14. (55)

The NSB rates of CT5 are binned from 60 deg to 280 deg in 20 deg steps. The mean NSB
value for CT1 and CT5 is calculated for each such bin, with the standard deviation used
as an error. In Figure 60, the calculated conversion factor of 1.14 is used to calculate the
expected CT1 NSB rate based on a given CT5 NSB rate. This conversion factor yields
good agreement between the predicted and actual CT1 NSB rate, with residuals well
below 2σ. Without any correction factor, the CT1 and CT5 NSB rates show a difference
exceeding 4σ. From this, it is concluded that the described method produces reasonable
results in converting NSB rates between telescopes and the calculated conversion factor
in Equation 54 is adapted for further use.

79



100

150

200
CT

1 
NS

B 
ra

te
 [M

Hz
]

Database value
Predicted from CT5

50 100 150 200 250 300 350 400
CT5 NSB rate [MHz]

5

0

Ra
te

Da
ta

ba
se

Ra
te

Pr
ed

ict
io

n
2 CT

1
+

2 Pr
ed

ic
tio

n

Figure 60: Correlation between the NSB values of CT5 and CT1 of H.E.S.S. runs in
Table 6 (black) with predicted CT1 NSB values (red) based on the CT5 NSB rate with
a conversion factor of 1.14.

Determining the Discriminator Threshold of DesertACT

Using Equation 54, the NSB of DesertACT can be estimated based on the mean
H.E.S.S. CT1-4 NSB rate. With this, the corresponding discriminator threshold setting
for DesertACT must be determined, as the related data on the thresholds set during
the Namibia campaign is no longer available (section 3.4). As stated in section 3.4,
the DesertACT discriminator threshold was set such that a stable single trigger group
trigger rate of 3 kHz was maintained, with NSB events dominating the trigger rate. This
is used to determine the DesertACT discriminator threshold with a simplified baseline
simulation of the trigger group signal.

The single-pixel baseline is the pixel-signal waveform without any applied signal.
Without considering electronic noise or NSB, the single-pixel baseline is constant over
time. However, NSB photons induce a signal in the SiPM pixels, resulting in baseline
fluctuations. In the case of the TARGET, four AC-coupled single-pixel baselines are
summed together, forming the trigger group baseline. This waveform-like signal is
compared to a set trigger threshold. Given an initial NSB rate, the trigger threshold
can be determined by simulating the trigger group baseline.

To simulate the single-pixel baseline, an ordered list

T = (dt1, ..., dti, dti+1, ..., dtN ) (56)

of N time slices dti of duration dt = 0.1 ns is created. For each such time slice, a NSB
event can take place with a probability of PNSB(dt) = RDesertACT [GHz] · dt [ns]. Here,
RDesertACT = RH.E.S.S. · ω is the single pixel NSB rate as calculated using Equation 54.
To guarantee PNSB(dt) ≤ 1, the time slice duration is chosen such that dt ≤ 1/RDesertACT.
Using the H.E.S.S. NSB rates in Table 7 with the conversion factor in Equation 54 it can
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be shown that the expected DesertACT NSB values show an upper bound of < 400MHz
Therefore, the selected dt = 0.1 ns is well within the aforementioned requirement.

For each NSB event, a varying number of additional photo-electrons C (referred to
as the order) can be produced in the SiPM substrate, commonly called optical crosstalk.
Here, C is determined by the crosstalk probability Pct = 0.25 (Zink, 2021) of the SiPM
used in DesertACT, such that the probability of producing C crosstalk photons for a
given NSB event is P (C) = (Pct)

C .

For each time slice dti containing a NSB event, C is calculated by repeatedly dicing
with a success chance of Pct and counting the number of consecutive successful dices
until the first unsuccessful iteration, considering up to the 30th order. The total number
of p.e. in a given time slice dti is then Ki = C + 1.

For each time slice dti with a total number of p.e. Ki > 0 , a signal pulse of amplitude
Ki is produced. This is implemented by resampling the DesertACT pulse, shown in
Figure 45, in steps of dt and scaling it by the number of produced p.e. Ki. The resulting
pulse is added element-wise to the Baseline list

B = (b1, ..., bi, bi+1, ..., bN ) , (57)

starting at bi. The latter is the baseline value in the time slice dti. The result is a
simulated baseline of a single pixel with a total duration of ttot = N · dt which can be
seen in Figure 61a.
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(b) Trigger group baseline.

Figure 61: The simulated baseline for a single pixel (a) and a four-channel trigger group
(b). Both baselines simulated for RH.E.S.S. = 100MHz and a total duration of 1µs.

These single-pixel signals are AC-coupled in the TARGET signal path before the
analogue sum of four single-pixel signals is created. This is realised by subtracting
the mean baseline signal from each of the four single-pixel baselines and creating the
element-wise sum of the results such that

Bgroup =

4∑
i=1

Bi
bc with Bi

bc = Bi −
∑N

j=1 b
i
j

N
. (58)
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An example trigger group baseline Bgroup is shown Figure 61b. From this, the discrimi-
nator threshold can be determined by identifying a baseline signal threshold such that
the number of signal peaks above this threshold Npeaks results in a trigger rate of

Rpeaks =
Npeaks

N · dt
!
= 3kHz. (59)

For this method to be accurate, the total simulated time ttot must be chosen sufficiently
long to accommodate low NSB rates and reach a good rate resolution. The latter is
determined by the influence of a ±1 fluctuation in the number of peaks Npeaks and the
subsequently calculated rate. This rate change is calculated as

∆R = ±(ttot)
−1. (60)

To satisfy a variation of ∆R = 2.5Hz a total integration time of ttot = 400ms is chosen
for the final threshold simulations. These simulations are performed for all H.E.S.S.
NSB values in the created run list (see Table 7) and some additional, lower NSB values.
The resulting discriminator thresholds can be seen in Figure 62.
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Figure 62: Simulated DesertACT discriminator threshold for different mean CT1-4 NSB
rates.

The error bars show the simulation-to-simulation variation introduced by the afore-
mentioned accepted variation of ±2.5Hz, which is on the order of 0.06 p.e. and assumed
to be symmetrical. With the conversion factor ω to estimate the NSB rate in DesertACT
based on the mean CT1-4 NSB rate and the discriminator threshold simulation, the run
list in Table 7 is appended with the missing DesertACT NSB rates and discriminator
thresholds. The resulting run list is shown in Table 9.
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Zenith angle bin [deg.]
Mean H.E.S.S.
NSB rate [MHz]

Estimated DesertACT
NSB rate [MHz]

Estimated DesertACT
discriminator threshold [p.e. ]

Relative
contribution

15
91 143 18.13 0.164
132 208 20.66 0.008

25 97 153 18.52 0.036

35
82 128 17.43 0.033
157 246 22.00 0.231
226 355 25.27 0.302

45
79 123 17.22 0.159
165 259 22.40 0.053
224 351 25.16 0.014

Table 9: Zenith and NSB binned run list of the Namibia campaign with relative
contribution to the total number of simulated runs, estimated sim telarray NSB settings,
and discriminator thresholds.

3.5.8 Validation of the Simulation

A set of simulations is created based on the parameters of the created run list in the
previous section, shown in Table 9. For each entry in this run list, 100 runs are simulated
with ≈ 140 k events each.

The DesertACT data in both the simulation and during measurements is stored on a
per-pixel waveform level. As mentioned before, none of the unprocessed waveform-level
Namibia campaign data is available at the time of writing due to a data loss incident.
However, data processed in Dietz (2018) is still accessible, with the pixel waveform
information being reduced to pixel amplitude values and peak time within the waveform.
In the simulation, NSB signal is diced on top of existing camera images that triggered the
camera. Therefore, the simulation does not contain triggered events caused by pure NSB
fluctuations, which dominate the DesertACT data taken during the Namibia campaign.
Since H.E.S.S. uses a stereo coincidence trigger (section 2.5), such pure NSB events are
strongly suppressed. Consequently, only DesertACT events that have been timestamp-
matched with a H.E.S.S. event (Dietz, 2018) are used for the validation of the simulation.

The same signal analysis chain must be applied to the simulation output to enable
a comparison between the reduced Namibia campaign and the simulated data. This
analysis chain is outlined in Dietz, 2018 and is adapted for use with the simulation
data from the used source code. The single pixel waveform data consists of 128 Samples
(1 ns each) with the sample’s value represented in ADC-counts. In the simulation,
these ADC-Values are linear with the input signal and without an upper bound. As
mentioned in section 2.6.2, the ADC of the TARGET-Module only allows for a 12 bit
(4096ADC-counts) value when digitizing a waveform. Moreover, the ADC exhibits a
significant non-linearity between the input signal and digitized value, characterized by
TF (section 2.6.2). The output of the saturating ADC can be emulated by applying the
TF to the simulation data. TFs are unique to every TARGET-Module but generally
exhibit similar behaviour. As the exact TF of the TARGET-Module used in DesertACT
during the Namibia campaign is not available, the TF of the TARGET-Module with
the serial number SN0007 is used in the following.
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However, a per-storage-cell TF cannot be applied as the simulation does not consider
single cells. Instead, the mean TF over all storage cells and channels in the TARGET-
Module is calculated, shown in Figure 63a.
It should be noted that as a second-order effect, the TF also exhibits dependents on
the ambient temperature, resulting in an up to 5% shift9 for the resulting ADC-Values
(Schaefer, 2019). Temperature dependant effects, however, cannot be considered in the
sim telarray simulation at the time of writing.
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(a) Mean TF of TM SN0007 with linear fit
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Figure 63: Mean TF of TARGET-Module SN0007 over all storage cells and channels
with a linear fit to TF values between 200mV to 500mV (a) and subsequently calculated
conversion function from simulated ADC-Value to the corresponding measured value
(b) with linear interpolation between data points.

A linear fit is applied to the linear region in the input amplitude range of 200mV to
500mV with a calculated slope of (2.81±0.04)ADC-counts ·mV−1. Since the simulated
ADC-Values are linear with the input voltage, this slope converts the input amplitude
to an equating simulated ADC-Value. The resulting Conversion Function (CF) equates
a given simulated ADC-Value to a corresponding measured ADC-Value equivalent, as
shown in Figure 63b. Further, the CF is interpolated linearly between each data point
for easy application to simulated data.

The simulated data is read using ctapipe v0.17.0 (Noethe et al., 2021), and the
pixel-level waveform data is extracted. Initially, the pedestal P is subtracted from the
raw waveform W . It is determined by forming the mean over the first ten samples of
the deactivated pixels 44, 45, and 46 waveforms. An example of the resulting pedestal
corrected waveform Wped =W − P is shown in Figure 64a.

To replicate the real ADCs non-linearity, the CF is applied to the pedestal corrected
waveform Wped. This represents the only deviation from the signal analysis chain
presented in Dietz (2018). A low pass filter of order 5 and cut-off 100MHz (Dietz, 2021)
is applied to the pedestal-corrected waveform, and a Gaussian is fitted to the peak
with an expected peak position at sample 45. This Gaussian is used to determine the

9A shift of 5% was observed for an ambient temperature increase from 20 ◦C to 50 ◦C
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(a) Pedestal corrected simulated waveform
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Figure 64: Example simulated pixel waveform after pedestal correction (a) and after
applying the CF and a low pass filter (Dietz, 2021) (b). A Gaussian fit is made to the
peak to determine the peak position.

peak position µ0 within the waveform. The pixel’s amplitude A = CF (Wped)(µ0) is
extracted from the pedestal-corrected waveform with applied CF. This procedure is
applied to all simulated data to reduce the dataset to pixel amplitude values.

If the original data were available, a full waveform fit could be performed to reduce
artefacts introduced by the method used by Dietz (2018). It should be noted that the
presented method is only applied to enable a comparison to the remaining Nambia
campaign data.

As mentioned in section 3.4, the H.E.S.S. FoV is always contained within the larger
DesertACT FoV during the Namibia campaign and further kept in approximately
the same location inside the DesertACT camera. Following the example presented
by Dietz (2018), the position of each shower inside a camera image is estimated by
identifying the pixel with the largest amplitude. The resulting event fraction of each
pixel is shown in Figure 65. Pixel numbers with a ratio of events > 3% are identified as
within the H.E.S.S. FoV. One would expect a ≈ 3× 3 pixel region containing the ≈ 5◦

FoV of the H.E.S.S. telescopes when considering the 1.68◦ single-pixel FoV DesertACT
(section 3.5.1).

The pointing accuracy achieved during the Namibia campaign was < 1◦ Root Mean
Square (RMS). These pointing fluctuations extend the expected ≈ 3× 3 pixel region due
to spillover to neighbouring pixels. Furthermore, the H.E.S.S. FoV is not centred in the
DesertACT FoV as the used guiding camera was mounted with an offset to DesertACT’s
optical axis (section 3.3).

A cut must be applied to the simulated dataset to imitate this H.E.S.S.FoV effect
present in the campaign dataset. Only events where the largest amplitude p̂ or an
amplitude value > 40ADC-counts is within the highlighted pixel region in Figure 65
pass this so-called H.E.S.S. FoV cut. The latter value represents the smallest p̂ in a
camera image that resulted in a telescope trigger. The H.E.S.S. FoV cut is also applied
to the campaign data. For the remaining analysis, it is implied that only camera images

85



6 4 2 0 2 4 6
X-coordinate [cm]

6

4

2

0

2

4

6

Y-
co

or
di

na
te

 [c
m

]

Unknown Frame

1 2

3 36

38

52

56

5758

59

61

62

0.00

0.02

0.04

0.06

0.08

0.10

0.12

Ra
tio

 o
f e

ve
nt

s

Figure 65: The ratio of camera images in which a given pixel is identified as possessing the
largest amplitude. Pixels with ratios ≥ 0.03 are outlined in green with the corresponding
pixel number shown and identified as within the H.E.S.S. FoV.

passing this H.E.S.S. FoV cut are used.

As a first step, the size spectrum of both the campaign and simulated data is
computed and compared. The size of an event is defined as the sum of all pixel
amplitudes in the camera image10. However, further steps need to be introduced for the
simulated data to account for the simulated spectral index and the relative participation
of each run. As mentioned in section 3.5.6, the simulated primary proton energies are
distributed according to a power law Φsim of index γsim = −2.0. The cosmic proton
spectrum, however, approximately follows a power law Φmeas of index γmeas = −2.7
(section 1). The contribution of each event i towards the size spectrum is weighted with
the simulated MC energy according to

ωE
i =

Φmeas

Φsim

=

(
Ei

E0

)γmeas−γsim

. (61)

Here E0 = 0.1TeV is the reference energy, chosen to be smaller than the lower energy
bound of the simulated energy range. Further, the relative contribution ωrc of each
simulated run set as listed in Table 9 is considered for each event individually with
events in a given run set sharing the same ωrc

i . Lastly, the number of weighted simulated
events Nsim =

∑
i ω

E
i · ωrc

i is rescaled to the number of measured events Nmeas resulting
in a final weight for a given event i of

ωtot
i = ωE

i · ωrc
i · Nmeas∑

i ω
E
i · ωrc

i

. (62)

10At this step, no camera image cleaning is applied, and all camera pixels are included in the sum.
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The size spectrum is computed using these weights and shown in Figure 66.
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Figure 66: Size spectrum of the campaign and reweighted simulation data with the
significance of deviation.

The distribution’s peak position, as well as the slope change at ≈ 104ADC-counts,
are matched well with a significance between the simulated and measured distribution
staying within ±1.6σ for event sizes > 700ADC-counts. A larger deviation can be
observed at the peak (-3.1σ) and in the region immediately before (+3.5σ). This
is likely caused by the choice of TF used to create the CF. The event sizes in this
region consist predominantly of small amplitude events. As mentioned before, the TF’s
non-linearity for such small events is subject to change depending on the choice of the
TM, used storage cell, and ambient temperature. Such a change in the TF behaviour for
small amplitudes that results in an effective count shift towards larger event sizes can
be accounted for by TARGET-Module-to-TARGET-Module variation alone (Schaefer,
2019).
Further confirmation for this is found in the pixel amplitude distribution, shown in
Figure 67. Here, deviations exceeding 9σ are observed for small amplitudes, which
could be explained by incorrect modelling of the TF’s non-linearity. In addition, the
amplitude distribution shows deviations for the largest pixel amplitudes within the
saturation regime of the TF. Again, this part of the TF is subject to change between
TM’s. Furthermore, a mean TF was implemented for the simulation instead of a
per-pixel TF, leading to further inaccuracies. However, taking into account this and
the simplified simulation run list (see Table 9), both distributions show a good match
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Figure 67: Distribution of pixel amplitudes for the measured campaign and simulation
data with the significance of the deviation between them.

for intermediate pixel amplitudes and event sizes.

The effect of the deviations shown in Figure 67 and Figure 66 on the shower image
are further studied by using the Hillas parametrization (section 2.5.7). These resulting
Hillas parameters include width, length, and amplitude. The width and length can be
interpreted as the minor and major axis of an approximated elliptical shape, respectively.
The amplitude is the signal sum of all pixels that approximate the elliptical shape.
Before this parametrization can be applied, the camera images must be cleaned by
excluding pixels that do not contain a significant amount of shower signal. To this end,
the tail cut cleaning algorithm (section 2.5.7), as implemented in ctapipe, is used. This
algorithm requires the following:

• A picture threshold describing a pixel amplitude over which a pixel will be
considered a signal pixel containing relevant shower information.

• A boundary threshold determining the pixel amplitude a next neighbour to a
signal pixel must possess to be retained.

Further, identified signal pixels that do not possess a neighbouring signal pixel are
discarded.

The initial peak in the pixel amplitude distribution shown in Figure 67 is dominated
by NSB, which is the background that needs to be rejected. The measured dataset is
used to determine the required tail cut cleaning parameters, as to not introduce a bias
based on the simulated results. The pixel amplitude distribution in log-binning for small

88



amplitudes is shown in Figure 68. As expected, a NSB peak around 10ADC-counts
counts can be observed with a clear population change above 30ADC-counts. Due to

10 1 100 101 102

Pixel amplitude [ADC-counts]

102

103

104
Co

un
ts

Picture threshold 250 ADC-counts.

Figure 68: Pixel amplitude distribution of the measured data set for amplitudes up to
500ADC-counts. The chosen Hillas picture threshold is highlighted in red.

the large pixel size, the image of a proton shower usually consists of only a few pixels,
with smaller showers consisting mainly of a single pixel. Hillas parametrization proves
difficult for such images even before reducing the number of available pixels by tail cut
cleaning. Therefore, the picture threshold must not be chosen too large to make Hillas
parametrization impossible but large enough to clear the NSB peak seen in Figure 68.
A picture threshold of 250ADC-counts is chosen as a compromise.

To identify the boundary threshold setting, camera pixels with an amplitude of
(250±5)ADC-counts around the picture threshold and their subsequent next neighbours
with smaller amplitudes are identified. Given the picture signal amplitude of pP and
the amplitude of a neighbouring pixel pN, the relative amplitude reduction pP−pN

pP
is

calculated. The resulting distribution is shown in Figure 69.

Most next neighbours tend towards larger relative amplitude reductions, attributed
to the relatively large pixel size of DesertACT and the subsequent abrupter intensity
falloff from a signal pixel to its next neighbour. Especially the NSB contribution peak
between 0.8 and 0.95 relative amplitude reduction needs to be avoided for the tail
cut cleaning to work effectively. To this end, a relative amplitude reduction of 0.5 is
allowed from a signal pixel to its next neighbour, resulting in a boundary threshold of
125ADC-counts.

Tail cut cleaning with the determined parameters is applied to the Namibia campaign,
and simulated data and the Hillas parameters are calculated. The Hillas parameter
distributions for the simulation results are again reweighted (Equation 62) and are
compared to the parameter distributions of the Namibia campaign data. The results
are shown in Figure 70.

The simulated Hillas length distribution in Figure 70a shows a good agreement with
results from the Namibia measurement, with the means of the distributions matching
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Figure 69: Relative amplitude reduction from a pixel with an amplitude of (180 ±
3)ADC-counts to its next neighbors with smaller amplitudes.

within 0.5% and the overall shape of the distribution being reproduced.
The simulated Hillas width distribution in Figure 70b shows an approximately

25% smaller spread with the means of the distributions matching within 5%. These
deviations, however, are small compared to the pixel width of 1.5 cm falling with 2%
of the pixel width at worst. Hence, the observed deviations are sub-pixel effects and
unlikely to be of extensive significance.

Proton-induced Cherenkov air showers are less effective at producing Cherenkov
light than a Cherekov air shower induced by a gamma-ray of the same energy but show
a larger spatial dimension in the camera. As most simulated proton showers fall below
a Hillas width and length of 1.5 cm, this implies the inability of DesertACT to differ-
entiate between gamma and proton-induced cosmic ray showers through conventional
Hillas parametrization. This has been investigated and verified by Celic (2021) using a
preliminary version of the presented simulation.

The Hillas amplitude distributions, shown in Figure 70d show agreement with each
other within 2.2σ with an excess of Hillas amplitudes above 4·103ADC-counts. Similarly
to the size distribution in Figure 66, this could be caused by using a mean TF of a
different TM, leading to an incorrect saturation behaviour for large amplitudes (compare
Figure 67) and non-linearity for smaller amplitudes. More low-level comparisons between
the Namibia measurement could be made if the original, unprocessed data were still
available. Given the necessary simplifications and assumptions made for the telescope
simulation and subsequent signal processing, the size spectrum in Figure 66 and the
Hillas parameter distributions in Figure 70 show good agreement between the Namibia
measurements and the presented simulation. It is concluded that the presented telescope
response simulation reproduces the behaviour of DesertACT.
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Figure 70: Distributions for Hillas length, width, length/width, and amplitude of both
the measured and simulated DesertACT runs.
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3.5.9 Determining Simulated Telescope Properties

The previous section established the match between the simulation and the Namibia
measurements by comparing the shower geometry using Hillas parametrization and the
shower size distributions. This new simulation allows telescope-specific properties, such
as the effective aperture and the telescope’s energy threshold, to be determined.

Effective Aperture
The effective aperture Aeff(E) provides information about the energy-dependent cosmic
ray proton detection efficiency of a telescope or telescope array. To calculate Aeff(E),
the number of triggered showers Ntrig(E) and simulated showers Nsim(E) in an energy
bin E are extracted from the simulated data. Considering the simulated area Asim and
the solid angle Ωview of the simulated viewcone, the effective aperture is given as

Aeff(E) =

(
Ntrig(E)

Nsim(E)

)
·Asim · Ωview. (63)

The number of triggered and simulated showers in an energy bin is determined with the
read hess program included in the hessio package of the sim telarray installation. The
simulated area Asim = π · RSCAT2 is defined by the RSCAT = 650m parameter value. The
solid angle of the simulated viewcone φ = 10deg (section 3.5.6) is calculated following
Equation 52 as Ωview(2φ).

As the simulated population of cosmic ray protons follows a power law distribution
in energy with user-defined spectral index γ (section 2.7.1), the number of simulated
events Nsim(E) ∝ E−γ follows the same distribution. Consequently, the number of
Ntrig(E) shows the same dependency. However, Ntrig(E) also encodes the detection
efficiency ϵD(E) of the simulated telescope such that

Ntrig(E) ∝ ϵD(E) · E−γ

Asim · Ωview
, (64)

for sufficiently large values of Asim and φ. Therefore, Aeff(E) is independent of the
simulated power law spectral index, area, and viewcone and can be used to compare
detection efficiencies between different telescopes.

To illustrate zenith-dependent effects on the effective aperture, a new simulation is
created for telescope pointing of 15 deg and 45 deg zenith. In both cases, an identical
NSB rate of 200MHz and a discriminator threshold of 18 p.e. is used, resulting in a
total of ≈ 22 · 104 triggered showers at 15 deg zenith and ≈ 13 · 103 triggered showers at
45 deg zenith. The calculated effective apertures are shown in Figure 71.

The difference in the number of triggered showers can be explained by considering
the expected location of the shower maximum. The slant depth at which the cascade
maximum is expected is similar for primary particles of a given energy (section 2).
However, this slant depth is reached further up in the atmosphere for increasing zenith
angles, as a larger air mass lies between the telescope on the ground and the primary
particle. Consequently, a larger fraction of the Cherenkov emission is absorbed or
scattered by the atmosphere, reducing the Cherenkov photon density on the ground.
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Figure 71: Effective aperture Aeff for a DesertACT simulation run set 1 (blue) and run
set 2 (red) with shower directions of 15 deg and 45 deg zenith and for a simulation of
the H.E.S.S. CT1 telescope operated with a stereo trigger at a zenith angle of 10 deg.
The DesertACT simulation sets 1 and 2 are selected from the simulation run list in
Table 9 with similar NSB rate and discriminator threshold and binned with 15 bins per
decade. The effective aperture of the simulated H.E.S.S. CT1 telescope was created as
part of the H.E.S.S. Monte-Carlo validation effort described in section 4.

This reduces the fraction of triggered showers for lower primary particle energies as
the total signal detected by the telescope falls below the trigger threshold. As the
effective aperture is proportional to the triggered shower fraction, this effect is seen
in Figure 71, resulting in a decreased effective aperture for the larger zenith angle for
energies between 1TeV and 10TeV.

For rising primary particle energies, the location of the cascade maximum moves
further into the atmosphere and a larger number of Cherenkov photons is emitted
(section 2), increasing the Cherenkov photon density on the ground and a subsequent
increase in the fraction of triggered showers. A further gain in the fraction of triggered
events is expected due to projection effects of the Cherenkov light pool for non-zero
zenith angles (section 2.3). For increasing zenith angles, the Cherenkov light pool
becomes increasingly elongated, with air showers at larger impact distances able to
trigger the telescope. When comparing the effective apertures of the two simulated zenith
angles, this effect dominates for primary particle energies above 100TeV, increasing the
effective aperture of the simulation at 45 deg zenith above the one at 15 deg zenith.
For reference, Equation 63 also shows the simulated effective aperture of the H.E.S.S.
CT1 telescope simulated using the default stereo trigger configuration (section 2.5)
at default simulation parameters. The calculation of effective aperture for H.E.S.S.
telescopes is outlined as part of the H.E.S.S. Monte Carlo validation effort, discussed in
a later section (section 4). It should be noted that no cuts on the event size or impact
distance are imposed on the data of the simulated telescopes.
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Proton Energy Threshold

The average proton energy threshold during the Namibia campaign can be deter-
mined from the recreated campaign simulation data by calculating the energy-binned

differential count spectrum
(
dNtrig

dE

)
(E). The energy at which the differential count

spectrum reaches a maximum is the proton energy threshold Ep
th of DesertACT.

All events within an energy bin are identified following the method used to calculate
the effective aperture. The contribution of each event to the number of triggered showers
is reweighted following Equation 62, again taking into account the contribution of the
simulated run to the recreated Namibia campaign and the simulated spectral index. To
calculate the differential count spectrum in each energy bin, the number of weighted
triggered showers is divided by the width of the logarithmic energy bins. The result is
shown in Figure 72.
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Figure 72: Differential count spectrum for the simulated Namibia campaign run list with
broken power law fit and highlighted mean proton energy threshold. The contribution
of each simulated triggered event is rescaled to account for the simulated spectral index
and the run contribution.

To determine the proton energy threshold, a smoothly broken power law (Equa-
tion 65) is fit to the data. Here, A is the amplitude, E0 the reference energy, α1 the
spectral index before and α2 after the spectral break, and β the spectral index of the
crossover.

Φfit(E) = A

(
E

E0

)−α1
(
1

2

[
1 +

(
E

E0

)1/β
])(α1−α2)·β

(65)

The fit resulted in a good reduced χ2 value of χ2/(ndof=72) = 0.96 and residuals within
±2σ. The fit parameters are shown in Table 10. The value and error of Ep

th are
determined with a numerical approach. Let PN(µ, σ) be a function returning a sample
of a normal distribution with the specified parameters. For each iteration, the parameters
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Parameter A [TeV−1] E0 [TeV] α1 α2 β

Fit value 195± 3 20.00± 0.21 −0.92± 0.06 −2.13± 0.05 0.67± 0.05

Table 10: Fit parameters for the broken power law (Equation 65) fit to the simulated
differential count spectrum in Figure 72.

P of Φfit are perturbed according to their error following Ppert = PN(µ = P, σ = σP )
and the energy threshold is determined as the location of the maximum of Φfit

pert.
The number of iterations is increased, and the means and standard deviations of the
determined energy thresholds are calculated. As shown in Figure 73, the standard
deviation of the energy threshold distribution converges after 105 iterations. After 106

iterations, the mean and standard deviation of the threshold distribution are identified
as the proton energy threshold Ep

th and the corresponding error σth.
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Figure 73: Numerically determined error σth of proton energy threshold for different
numbers of numerical iterations.

The average proton energy threshold of DesertACT during the recreated Namibia
campaign in simulation is determined as Ep

th = (11.3±0.5)TeV. This value is consistent
within statistical errors with the estimated proton energy threshold of (10.84±0.21)TeV
presented in Dietz (2018) using the gamma energy reconstruction of H.E.S.S. and
estimating an equivalent proton energy threshold. Further, the simulated proton energy
threshold is within 2.6σ of initial IceCube results using an IceACT with TARGET
trigger electronics showing a proton energy threshold of 10TeV (Paul et al., 2021). As
the average threshold during the Namibia campaign is presented, small deviations to
the IceCube measurements are expected.

It should be noted that although the events are reweighted to resemble an observation
of a power law spectrum with spectral index γ = −2.7, the spectral index of the fit
smoothly broken power law only approaches α2 = (−2.13± 0.05). As seen in Figure 71,
the effective aperture of DesertACT does not yet reach a constant value for energies
above 60TeV but follows a power law of spectral index γA ≈ 0.5. The simulated
spectrum defines the number of protons per unit of energy, area, time, and solid
angle. The latter four are not considered in calculating the differential count spectrum
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of DesertACT. Therefore, the expected energy dependence of the differential count
spectrum of DesertACT at high energies is

dNtrig

dE
∝ dNsimdAeff

dE
∝ Eγ+γa ≈ E−2.2 (66)

This expectation is consistent with the fit result α2 = (−2.13±0.05) within the statistical
error.

3.6 Summary and Outlook

This chapter presents a simulation for DesertACT and by extension IceACT with
TARGET using CORSIKA for the simulation of air showers and sim telarray for the
telescope response simulation.

The optical properties of DesertACT are implemented in sim telarray using an
extensive list of available parameters. Whilst a direct simulation of a Fresnel lens is not
possible, its imaging behaviour can be approximated with a spherical lens. However,
total internal reflections restrict the effective diameter of the spherical lens. This is
counteracted by tripling the original focal length of DesertACT to reduce the radius
of curvature of the simulated spherical lens. Consequently, the camera dimensions
are scaled by the same factor to account for the change in the angular behaviour of
the simulated lens. The performance of the simulated lens is evaluated by compar-
ing the incidence-angle-dependant 90% containment radius R90% to measurements
performed by Niggemann (2016). Tuning the refractive index of the simulated lens,
a match between the simulated and measured containment radii within ≈ 1.9mm
(1/8th of DesertACT’s pixel size) could be established. For all incidence angles, R90%

is smaller than a single DesertACT pixel, rendering the remaining deviation insignificant.

However, the measurements presented by Niggemann (2016) were performed using
a small CMOS camera with an approximate size of 2 cm times 1.5 cm capturing the
highest intensity part of the optical PSF. Due to the physical structure of the Fresnel
lens, however, incoming photons get scattered to positions far away from the optical PSF
CoG, producing a large so-called photon carpet. The measurement does not capture the
photon carpet, resulting in an underestimation R90%. Further, the measurement was
only conducted with a light of 550 nm wavelength. Hence, the resulting measurements
and subsequent implementation in sim telarray are wavelength-agnostic.
At the time of writing, plans to modify an existing test stand (initially developed for
CHEC-S by Herrmann (2019)) to perform optical measurements with the DesertACT
Fresnel lens are underway. Here the lens is fixed using a holding mechanism (see
Figure 74a) with a robotic arm (UNIVERSAL ROBOTS UR5e) able to position a
test laser. The attachment for the robotic arm carrying the laser with a beamsplitter
forwarding a fraction of the light to a controlling photodiode is shown in Figure 74b. The
lens image can be rastered with a large-scale X-Y-axis scanner carrying a photodiode for
any laser position. This allows measuring the lens image far from the optical PSF’s CoG.
This measurement is planned to be repeated for different wavelengths using different
lasers.
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(a) (b)

Figure 74: CAD model of the modified CHEC-S test stand with a robotic arm (UNI-
VERSAL ROBOTS UR5e) and Fresnel lens holder (a) and robotic arm laser attachment
with laser and photodiode for intensity measurements (b). The CAD model of the
original CHEC-S test is stand taken from Herrmann (2019).

The Winston cone’s angular acceptance is based on simulations performed by
(Koschinksy, 2017) and adjusted to maintain the proper angular response for the new
focal length and camera size in the simulation. A PLEXIGLAS plate protects the Fresnel
lens from environmental influences and offers scratch resistance. The PLEXIGLAS
and Winston cone materials transmittance curves are subject to change with continued
UV-A exposure. The transmittance curves of both materials stabilize after initial UV-A
exposure and remain unchanged afterwards. Both curves are combined to form a joined
transmittance curve of the optical system, considering the altered Fresnel loss.

The electronic simulation is based on a pre-existing sim telarray configuration for
CHEC-S (PROD4) with modified parameters to adjust for changes introduced in Deser-
tACT. These changes include a new SiPM pulse to account for capacity changes in the
signal-shaping electronics and a new PDE curve for the SiPM pixels. Further changes
include the number of pixels (64), a FADC AMPLITUDE of 8 p.e., and the implementation
of the two-superpixel majority trigger.

Initial proton-induced Cherenkov air shower simulations are used to validate the
simulated viewcone (10 deg), and maximum impact distance of 650m with remaining
CORSIKA and location-specific settings adapted (i.e. geolocation of the telescope, local
magnetic field, and number of reused Cherenkov air showers) from the existing H.E.S.S.
simulation11.

The presented simulation is validated by recreating a measurement campaign in
Namibia (Dietz, 2018) during which DesertACT followed the observation schedule of
H.E.S.S.Ḣowever, the raw waveform-level data and information about the set telescope
trigger threshold is no longer available due to a data-loss incident occurring shortly
after the Namibia campaign (Dietz, 2021), with only the pixel amplitude and amplitude

11The validated H.E.S.S. simulation configuration for phase2d3 was used as a basis for these settings
(see section 4)
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timing information remaining. This lost information also includes the exact trigger
threshold settings for each DesertACT observation. However, the trigger threshold
setting was chosen to achieve a 3 kHz super-pixel trigger rate. As the trigger rate of
DesertACT was dominated by NSB events during the Namibia measurement campaign,
a simulation of the super-pixel baseline is created and used to estimate the telescope’s
trigger threshold settings. As a first step, the NSB rate seen by DesertACT is calculated
based on the mean H.E.S.S. CT1-4 NSB rate using geometric parameters such as the
mirror area and angular pixel size. The expected super-pixel baseline is simulated with
the crosstalk probability of the SiPMs used by DesertACT, and the trigger threshold
setting is approximated for every DesertACT observation run.

To validate the telescope response simulation, the Namibia measurement campaign is
recreated in simulation, with the original run list being simplified with a NSB and zenith
angle binning. The same basic pixel amplitude and peak time extraction algorithm
used by Dietz (2018) were applied to the raw waveform level simulation data to enable
a comparison to the campaign data. The nonlinearity and saturation of the digitization
electronics of the TARGET-Module (TM) is approximated using the mean TF of a
different TARGET-Module (TM) than that used during the Namibia campaign, as the
TF of this module is not available. TARGET-Module (TM)-to-TARGET-Module (TM)
variations in the used TF result in deviations of nonlinearity for small ADC signals and
those in the saturation regime resulting.

The simulated Namibia campaign data is compared to the data obtained by Di-
etz (2018) using the size spectra and Hillas parametrization. The size spectra show
good agreement within 1.5σ for image sizes above 700ADC-counts. A deviation of
approximately 3.3σ is observed for smaller image sizes but can be explained with
TARGET-Module (TM)-to-TARGET-Module (TM) variations in the used TF. Consid-
ering the limitations, however, the overall simulated size spectrum matches the one of
the Namibia campaign data.

Another comparison between the simulation and observation data is performed
based on the Hillas parametrization of the camera images. Identical tail cut cleaning is
applied to simulated images, and those of the Namibia campaign data, and the Hillas
parametrization is applied. The comparison of the Hillas parameters generally shows
good agreement between the respective distributions. The Hillas length and width
distributions mean values match within 0.5% and 5%, respectively. The shape of both
distributions is well captured by the simulation, with the Hillas width distribution
showing approximately 25% smaller standard deviation in the simulation. However,
both distributions fall within the width of a single pixel, with the aforementioned
deviations only representing a percent-level fraction of the pixel size.

Using the presented simulation, the effective aperture and the proton energy thresh-
old Ep

th = (11.3± 0.5)TeV of DesertACT during the Namibia campaign is determined.
This result is consistent with estimates from Dietz, 2018, further validating the simu-
lation. Moreover, these results show agreement with an initial IceCube result within
2.6σ (Paul et al., 2021).
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With additional future measurements, the simulation parameters can be further
refined and systematic influences introduced by the TF variation could be accounted
for. As mentioned, the measurement of the wavelength dependant Fresnel lens image is
currently underway. Further studies could be conducted using the presented simulation,
including alternative majority trigger configurations and hardware changes to the optical
system. Since sim telarray is already the host to CTA and H.E.S.S. simulations, the
validity of an IceACT array extension for these projects could be investigated. Such an
extension could offer coverage for Cherenkov showers with impact distances far from the
array centre. With multiple IceACTs, event reconstruction becomes feasible, as shown
by Baden (2023) using a neural network approach. The low system cost of IceACT
makes it a valid option for single-institute projects, student projects, and scientific
outreach.
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4 Validation of the H.E.S.S. Monte Carlo Simulation Chain

Monte Carlo simulations are fundamental for many modern Cherenkov shower recon-
struction techniques. Cherenkov shower camera images of multiple telescopes are used
to reconstruct the primary particle’s origin and energy using the stereoscopic technique
(section 2.4). For the H.E.S.S. array, the primary particle’s energy reconstruction is
based on simulated lookup tables, correlating the Hillas size and impact distance to the
reconstructed energy (section 2.5.7). These reconstructed values still contain biases spe-
cific to the telescopes used for the reconstruction. The Instrument Response Functions
(IRFs) assign a true value to a reconstructed value. IRFs contain instrument-specific
properties such as the effective area, PSF, and energy dispersion matrix and are created
again created using simulations. As the primary shower particle’s properties are known
in the simulation, they are referred to as the true properties.

Consequently, any deviation between the simulated and actual telescope response
results in the assumed true parameters no longer being correct. This, in turn, has
broad implications for all further analyses done with this data, including the high-level
results, such as the spectra and significances of detected sources. Therefore, it is of
particular importance that a match between the simulated and actual telescope response
is maintained.

For the H.E.S.S. telescopes, this match is subject to an investigation presented in
this work, as recent analysis implied possible discrepancies in the H.E.S.S. telescope
simulations. The simulation configurations for the H.E.S.S. telescopes are grouped into
hardware phases (section 2.5) and muon phases (section 2.5.5), considering changes in
the optical efficiency of the telescopes. A joint naming scheme for the simulation config-
uration describes both the hardware and muon phases. This work is concerned with the
so-called phase2d3 simulation configuration, spanning a time interval from the 6th of
June 2020 to the 28th of August 2020. During phase2d3, the large central telescope of
H.E.S.S. is equipped with FlashCam and the small telescopes with the upgraded HESS1U
cameras (see section 2.5). The discrepancies between the simulated and real telescope
response become especially apparent when observing one of the brightest and, subse-
quently, most studied sources of Very High Energy (VHE) gamma rays, the Crab nebula.

The reconstructed spectrum based on CT5 data in the phase2d3 era is shown in Fig-
ure 75. For comparison, an older H.E.S.S. Crab spectrum of H.E.S.S. (Aharonian et al.,
2006) together with the derived spectrum by Meyer et al. (2010) is shown. The flux nor-
malization (at 1TeV) using CT5 is determined to be (5.04±0.08) ·10−11TeV−1cm−2s−1,
compared to the previous result of (3.45± 0.05) ·10−11TeV−1cm−2s−1 (Aharonian et al.,
2006) from Aharonian et al. (2006). This mismatch of ≈ 46% cannot be explained by
the 20% systematic error currently estimated for the H.E.S.S. Crab flux (Aharonian
et al., 2006) and represents a total deviation12 of ≈ 2.4σ.

12The significance is calculated for the systematic errors only as the statistical errors are of lesser
magnitude for Crab observations.
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Figure 75: Reconstructed Crab flux for CT5 mono using the most recent simulation
configuration phase2d3 together with previous H.E.S.S. results (Aharonian et al., 2006)
and the spectrum presented by Meyer et al. (2010). The plot is taken from Steinmassl
(2023).

Further, the Crab flux determined using CT1-4 in their default hybrid trigger
configuration does not match the Crab flux determined using CT5 (see Figure 102).
Such discrepancies are likely caused by the incorrect representation of the telescope
within MC simulations used for Cherenkov shower reconstruction, proving fatal to
scientific studies.
This section presents the author’s significant contributions in identifying and rectifying
major sources of discrepancies between the actual and simulated telescope response in
the H.E.S.S. telescope simulation chain. This work is part of the MC validation group
effort led by the author, Simon Steinmassl, Tim Lukas Holch, and Fabian Leuschner.
In the following, a summary of the entire investigation is presented, focusing on the
author’s results. Attribution is given in the beginning for parts in which someone
besides the author leads the effort. The intermediate results of this investigation and a
brief summary of the presented work have been published in Leuschner et al. (2023).
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4.1 Basic Monte Carlo Consistency

As a first step, basic Monte Carlo consistency checks are performed. These concern
the basic implementation of the H.E.S.S. telescopes in sim telarray and the chosen
settings for the CORSIKA Cherenkov air shower simulation. The latter uses the
QGSJET-II-4 high energy and UrQMD low-energy interaction model. As mentioned,
the validation is performed for the latest H.E.S.S. simulation configuration phase2d3 at
the time of writing. The phase2d3 timeframe corresponds to the H.E.S.S. run range
of 160051− 162824, containing 1174 observation runs used to compare the simulation
against.

4.1.1 Telescope Optics

Initially, the optics of the H.E.S.S. telescopes are validated. Following the procedure
outlined in section 3.5.1, the internal ray tracing of sim telarray with a parallel light
source is used to assess the behaviour of the telescope’s optical system. The H.E.S.S.
telescopes adapt large mirrors, segmented into smaller mirror facets, with a total mirror
diameter of 12m for CT1-4 and 28m for CT5. Further, the Cherenkov cameras of the
H.E.S.S. telescopes feature a camera lid that can be closed for protection or to measure
the telescope’s optical PSF.

For this measurement, the camera lid is closed, so starlight reflected by the primary
mirror produces an image on the lid, which is captured using a secondary CCD Lid
pointing camera (further referred to as the pointing camera). This pointing camera
is positioned at the centre of the primary mirror, pointing towards the telescope’s
Cherenkov camera. An example image for CT1 taken on January 2023 is shown in
Figure 76.
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Figure 76: Pointing camera image of CT1 pointing towards the star Sirius. The locations
of the Cherenkov camera’s pointing LEDs and Sirius (centre) on the lid are highlighted
with red and orange ring indicators, respectively. The image data is provided by
Salzmann (2023).
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The indicated LED positions (red rings) are the pointing LEDs on the Cherenkov
camera’s focal plane that shine through openings in the camera lid. Since their location
is known precisely, they are used to measure the misalignment between the primary
mirror’s optical axis and the telescope camera caused by the bowing of the telescope
structure. Still, they are of no further concern for the presented investigation.
In Figure 76, CT1 is pointed towards the star Sirius, the position of which on the
camera lid is highlighted with an orange ring. The star’s photon distribution is isolated,
and the 80% containment radius R80% is determined following the method introduced
for DesertACT in section 3.5.1 for 80% signal containment instead of 90%. Multiple
such measurements are made for different telescope elevations α to include statistical
fluctuations. Following Cornils et al. (2003) and Gottschall (2018), the resulting data
points are fitted with a telescope-dependent function of the form

RCT1-4
80% (α) =

√
R2

min + d21 · [sin(α)− sin(α0)]
2 (67)

RCT5
80%(α) =

√
R2

min + d21 · [sin(α)− sin(α0)]
2 + d22 · [cos(α)− cos(α0)]

2 (68)

for CT1-4 and CT5 respectively. In Equation 67 and Equation 68, α0 is the elevation
angle at which the minimum Rmin is reached, such that R80%(α = α0) = Rmin. The
parameters d1 and d2 are scaling factors for the angular dependencies. The additional
angular dependency term in Equation 68 is required for CT5 due to the more complex
telescope structure bowing behaviour (Salzmann, 2020). Only the resulting fit param-
eters for the function shown in Equation 68 and Equation 67 are available for later
comparison, but not the covariance matrix, as its storage is not part of the standard
analysis chain. Therefore, the fit errors cannot be considered for the presented analysis.
An investigation is currently underway to solve this issue (Salzmann, 2023).

This type of observation is recreated in the simulation utilizing internal ray tracing
simulation of sim telarray. Following the optical simulation of DesertACT (section 3.5.1),
an artificial star at an infinite distance is used to create parallel light, which is traced
through the telescope’s optical system. The photon positions on the primary mirror,
the camera lid and the pixel plane are provided as an output of this simulation. The
photon distributions on these optical elements for an elevation of α = 90deg are shown
in Figure 77 for the CT5 telescope and in Figure 78 for the CT1 telescope. The
distributions for CT2-4 are shown in section A.1 (Appendix A).

The R80% is obtained from the photon distribution on the camera lid using the
algorithm presented in section 3.5.1 for the case of 80% containment. For each telescope
elevation, this ray tracing simulation and subsequent determination of R80% is repeated
50 times to form a mean and standard deviation value for R80% = R̄80% ± ∆R80%.
These values are converted into an angular size using the focal length fCT5 = 36m of
CT5 and fCT1-4 = 15m of CT1-4 as

R80% [rad] = tan

(
R80%

f

)
(69)

with corresponding error propagation. The simulated elevation angle dependant R80%

for CT1 and CT5, together with the fit to the measured R80% values, is shown in
Figure 79.
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Figure 77: Ray tracing overview plot for the H.E.S.S. CT5 telescope pointing towards
the zenith for incoming parallel light with an incidence angle of 0 deg to the telescope’s
optical axis. The overview contains the normalized photon distributions on the primary
mirror (top left), camera lid (bottom left), pixel plane (bottom right), and the normalized
pixel amplitudes (top right).

The relative deviations between the simulated and real R80% values can exceed
20% with CT1 and CT5 showing relative deviations ≳ 10%. The results for CT1-4 are
shown in Figure 113 (Appendix A).

The elevation dependant R80% value in the sim telarray simulation is specified with
the so-called mirror-alignment component settings MIRROR ALIGN RANDOM HORIZONTAL

and MIRROR ALIGN RANDOM VERTICAL, defining the behaviour of the horizontal and
vertical component respectively. Each mirror-align component setting requires four
parameters defining a function similar to the one shown in Equation 68 with the de-
pendence on the elevation angle α being replaced by the zenith angle Θ, following the
parameter assignment shown in Configuration 5.
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Figure 78: Ray tracing overview plot for the H.E.S.S. CT1 telescope pointing towards
the zenith for incoming parallel light with an incidence angle of 0 deg to the telescope’s
optical axis. The overview contains the normalized photon distributions on the primary
mirror (top left), camera lid (bottom left), pixel plane (bottom right), and the normalized
pixel amplitudes (top right).

1 mirror_align_random_horizontal/vertical= Rmin [deg], Θ0 [deg], d2, d1
2

Configuration 5: Definition of horizontal/vertical mirror-alignment component
setting in sim telarray based on the parameters introduced in Equation 68.
Parameter assignment is adapted from Bernlöhr (2022b).

In the current simulation configuration of phase2d3, all small H.E.S.S. telescopes
(CT1-4) share the same parameter values for both mirror align components, resulting
in identical R80% values. To reduce the relative deviation between the simulated and
measured R80%, both mirror-align component settings are adjusted on a per-telescope
basis.
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Figure 79: The elevation dependant 80% containment radius R80% of CT1 (a) and CT5
(b) for the simulation and the fit function made to the real values, with the relative
deviation between them.

The simulated photon distribution on the camera lid is a function of the vertical and
horizontal mirror-alignment component settings in sim telarray. As this distribution is
not necessarily radially symmetric, the contributions of each component are different.
Consequently, none of the remaining fit parameters for the measured data besides α0

can be directly used for the mirror-alignment component settings as both components
contribute to the R80% value.
At the time of the validation, a manual tuning approach was selected. The simulation
parameters of both the horizontal and vertical components were adjusted individually,
with the parameter ratios of both components being maintained to reduce the resulting
R80% value but maintain the shape of the simulated photon distribution on the camera
lid. The resulting R80% values for CT1 and CT5 are shown in Figure 80. The results
for CT1-4 are shown in Figure 114 (Appendix A). The initial mismatch of up to 20%
between the measured and simulated R80% is reduced to within 5% for all telescopes.
Whilst additional adjustments could be made to improve the match further, the adjusted
R80% values are already below the scale of a single pixel. Adjustments on a sub-pixel
level are unlikely to affect the telescope’s performance significantly, with the remaining
5% deviation deemed acceptable. The performance of the telescopes is evaluated in
a later section using the trigger rates (section 4.2.3), with the results confirming this
assumption.
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Figure 80: The elevation dependant 80% containment radius R80% of CT1 (a) and CT5
(b) for the telescope-dependant adjusted simulation and the fit function made to the
real values, with the relative deviation between them.

4.1.2 Waveform-Level validation

Another important validation step concerns the single-pixel waveforms. More specifically,
the correct handling of the waveform amplitude and peak position within the readout
window for different input parameters. This investigation was led by Simon Steinmassl
as part of the MC validation efforts, and more details can be found in Steinmassl (2023).
The position and amplitude response is initially evaluated using the laser pulse simulation
feature of sim telarray. Each camera pixel is illuminated with exactly 300 photons
of 400 nm wavelength. The duration of each laser pulse is of the same nanosecond
timescale as those of Cherenkov showers. The resulting camera events and subsequent
pixel waveforms after 500 such simulations of fixed intensity are extracted using ctapipe,
and the mean pixel waveform is calculated. The results for CT1 and CT5 are shown in
Figure 81.

As the laser photons all arrive simultaneously, the waveform peaks are expected
to be located approximately at the same position within the readout window, which
is indeed observed in Figure 81. The containment of most of the pulse signal in the
readout window is essential for the later signal integration. Altering the illumination
intensity and the time offset within the readout windows yields the expected results.
The peak timing and signal containment are further evaluated by switching from laser
pulse simulations to photons from gamma ray-induced Cherenkov air showers. The
resulting pulses are the same shape as the laser pulses and are contained within the
readout window of CT1-5, with the peak positions more spread out compared to the
laser simulations. This procedure validates the proper scaling and positioning of the
simulated signal pulse for parameter changes.
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(a) CT1 (b) CT5

Figure 81: Mean pixel waveforms (WFs) for CT1 (a) and CT5 (b) with highlighted mean
waveform for 500 simulated laser events with a fixed laser intensity of 300 photons/pixel
at 400 nm wavelength. The plots are adapted from Steinmassl (2023).

4.1.3 Atmospheric Transmission

In sim telarray, the atmospheric light attenuation is specified in atmospheric transmis-
sion tables. These contain the Atmospheric Optical Depth (AOD) for different heights
above ground and wavelengths of light. These transmission tables are produced using
the Moderate resolution atmospheric Transmission software (MODTRAN) (Bernlöhr,
2022a).
The total AOD values contained in the transmission tables can be decomposed into two
factors, AODaero and AODmol, representing the contribution of aerosols and gaseous
molecules, respectively. Whilst the molecular contribution AODmol to the total AOD
remains constant over long timescales, the aerosol contribution AODaero can vary on
comparably short timescales. These changes are especially prominent during the local
biomass burning season in Namibia, during which the concentration of aerosols drasti-
cally increases.

As the currently used AODmol contributions have been separately validated to show
agreement with atmospheric measurements (Holch, 2022), the AODaero component is
for adjustments of the total AOD values in the transmission tables. The magnitude
of these adjustments can be determined using data from a local station of the Aerosol
Robotic Network (AERONET) (Holben et al., 1998). A photograph of this station with
the H.E.S.S. array in the background is shown in Figure 82.

The AERONET installation features a multispectral radiometer performing atmo-
spheric measurements every 2min to 15min in a wavelength range from 340 nm to
1020 nm by tracking the sun during the day and the moon at night. Resulting data
is accessible online, with multiple derived quantities such as the aerosol contribution
AODaero and molecular composition (Aerosol Robotic Network (AERONET) website
2022; Holben et al., 1998). First, the difference between the simulated AOD values in

108



Figure 82: Photograph of the AERONET station (top right) close to the H.E.S.S. site
in Namibia (lower left) taken in 2022. Image credit: Tim Lukas Holch.

the transmission tables and the AERONET results is investigated. This is done by
estimating the detected Cherenkov photon spectrum of air showers for the observed
and simulated AOD values. The atmospheric transmission between a height h1 and h2
above sea level can be written as an exponential function

Tatm(λ, h1, h2) = e−
∫ h2
h1 AOD(λ,h) dh, (70)

with AOD(λ, h) the total AOD at a specific wavelength λ and height above sea level h.
Considering a generic Cherenkov emission spectrum Φcher(λ) (Fink et al., 2016), shown
in Figure 83, the detected Cherenkov spectrum by the CT5 camera can be written as

Φdet(λ, h1, h2) ∝ Tatm(λ, h1, h2) · PDECT5(λ) · Φcher(λ). (71)

The mirror reflectivity is not included in Equation 71, as its wavelength dependence is
negligible compared to the one of the PDE (compare Figure 59b).

The observation height of H.E.S.S. at h1 ≈ 1.8 km and the expected location of
electromagnetic air shower maxima is at h2 ≈ 15 km (section 2.1). The transmission
tables directly list the AOD(λ, h) in tabulated form. For the AERONET observations,
the AOD(λ, h) has been calculated by Tim Lukas Holch using the derived quantities pro-
vided by AERONET as input to the Py6s atmospheric radiative transfer model (Wilson,
2013). The results are shown in Figure 84.
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Figure 83: The Cherenkov emission spectrum in arbitrary units. Data is taken from
Fink et al. (2016).
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Figure 84: The Φdet curve for Cherenkov photons originating at 15 km height above sea
level and arriving at the H.E.S.S. observation height of 1835m for CT5 and varying
AOD levels.

In addition to the no-aerosol contribution scenario, the Φdet curve during the
biomass burning season in Namibia and the AERONET average during the timeframe of
phase2d3 are shown together with the Φdet curve produced by the default transmission
table13 used in sim telarray. Comparing the integral of Φdet between different scenarios
provides information about the percentile reduction in the number of detected Cherenkov
photons. Comparing the Py6s AERONET average (black) and the sim telarray de-
fault (blue) in Figure 84, the number of detected Cherenkov photons is reduced by ≈ 3%.

This slight reduction in the number of detected Cherenkov photons can yield dras-
tic changes in the telescope trigger rates, as they are dominated by the emission of
Cherenkov showers close to the telescope’s trigger threshold. A reduction in the detected

13The default transmission table file for H.E.S.S. simulations is atm trans 1835 1 10 0 0 1835.
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number of photons effectively increases the telescope’s trigger threshold, significantly
reducing the trigger rate. This is also highlighted when the telescope trigger rates are
validated in section 4.2.3. Furthermore, this also impacts the energy reconstruction. As
fewer Cherenkov photons are detected, the Hillas size of Cherenkov showers is reduced.
The latter is an essential part of the lookup tables used for energy reconstruction
(section 2.5.7). Therefore, a deviation in the number of detected photons in the simu-
lation relative to the observation conditions results in an incorrect energy reconstruction.

To reduce this deviation, the aerosol contribution AODaero in the used transmission
table is altered. As shown in Figure 84, a reduction in AODaero results in an enhanced
Φdet. Therefore, to reduce the deviation, the AODaero in the transmission table must
also be reduced.

Besides the default transmission table, sim telarray provides another table14 without
the aerosol contribution to the total AOD. For each entry in the transmission table, the
new AOD value is calculated using

AODmix = AODno aero · ν +AODdefault · (1− ν), (72)

With ν as the new fractional reduction in aerosol concentration relative to the default
transmission table. The deviation of the simulation and the observations based on
AERONET is reduced to ≈ 0.1% by reducing the aerosol contribution in the default
transmission table by 50%(ν = 0.5). From this, a new atmospheric transmission table15

is created, hereafter referred to as ”mix transmission”. It should be noted that the
observed deviation in the number of detected Cherenkov photons is only valid for the
mean atmospheric conditions during the phase2d3 era, and variations on the scale of
≈ 10% are observed on timescales of a few days. Phenomenologically, these variations
can be observed using the transparency coefficient derived by H.E.S.S. (Figure 16). Such
variations could be accounted for in simulations on a run-by-run basis. This, however,
proves to be impractical due to the required number of simulations and subsequent
computing time. An alternative approach is presented by the MC validation group in
Holch et al. (2022), using an estimate of momentary atmospheric conditions to correct
existing lookup tables and energy dispersion matrices without the need for resimulation.

4.1.4 Telescope Trigger Threshold

The telescope trigger threshold is one of the most critical parameters for the telescope’s
low-energy performance. The CT5 trigger threshold setting has been investigated in
Steinmassl (2023) as part of the MC validation effort. In the following, a summary of this
investigation is presented. Initially, the simulated trigger threshold of FlashCam used
in CT5 is investigated. As outlined in section 2.5, the pixels of FlashCam are grouped
into 588 overlapping camera sectors of nine pixels each. The trigger decision is made
using the sum of three sectors. Hence, the brightest sector in any given camera image
is a good indicator of the trigger behaviour. The brightest sector intensity distribution
for proton simulations with the default simulation configuration (def.) is compared to

14The transmission table file without the aerosol contribution for H.E.S.S. simulations is
atm trans 1835 1 0 0 0 1835.

15The assigned configuration file name is atm trans 1835 mix atm 1835.dat
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the distribution of observation runs16 in the previously specified phase2d3 period. The
chosen observation runs were taken during nights with typical NSB, good atmospheric
conditions and no bright gamma-ray source in the telescope’s FoV. The results are
shown in Figure 85. The point at which the distribution reaches the 50% point on the
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Figure 85: The intensity distribution of the brightest sector in FlashCam for simulated
proton showers using the default (def.) sim telarray configuration (blue) and nine
example observation runs (selection criteria are explained in the text). The distribution
for the reduced (red.) threshold setting is shown in orange. The plot is taken from
Steinmassl (2023).

rising edge characterises the trigger setting. For this point, a significant deviation of
3.8% is observed between the observation runs and the default simulation. As described
in section 4.1.3, even a percentile deviation in the trigger threshold setting can yield a
significant change in the telescope’s trigger rate (section 4.2.3). Therefore, this deviation
must be reduced. The telescope’s trigger threshold is set with the DSUM THRESHOLD

parameter in the sim telarray definition of CT5. It specifies the ADC-Count threshold
beyond the sector pedestal above which a telescope trigger is issued (Bernlöhr, 2008).
Its default value of 79ADC-counts is adjusted by the observed percentile deviation to
the next integer value of 76ADC-counts The simulation for this reduced threshold now
fits the observation distribution with a 2% remaining uncertainty limited by the used
binning.

The smaller H.E.S.S. telescopes feature 960 pixel cameras and are grouped into 60
drawers with 16 pixels each. At least three pixels above the pixel trigger threshold are
required to issue a camera-level trigger (Bernlöhr, 2008). Therefore, the third-brightest
pixel intensity distribution is a good measure of the telescope’s trigger behaviour for

16Off runs are used for the comparison to proton simulations
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small-intensity camera images. These distributions for simulation and observation can be
seen in Figure 86. The observation runs are selected identically to the ones used for CT5.
The distributions show a mismatch of ≈ 27% for the 50% point on the distribution’s

Figure 86: The intensity distribution of the third-brightest pixel in the camera of CT1
for observation runs and simulations. The distributions for the default phase2d3 and
redefined sim telarray configuration are highlighted in blue and orange, respectively.
Taken from Steinmassl (2023).

rising edge. The telescope threshold for the small H.E.S.S. telescopes is set using the
DISCRIMINATOR THRESHOLD setting in sim telarray and, per default, is set to 3.24 for all
four telescopes17. The author calculates the new telescope-dependent threshold values
to match the mean observation distribution better. These newly adopted discriminator
threshold settings are in Table 11. The resulting simulated distribution for the new

Telescope
Discriminator threshold setting [p.e.]
Original Adjusted

CT1 3.24 2.63

CT2 3.24 2.67

CT3 3.24 2.66

CT4 3.24 2.74

Table 11: Discriminator threshold setting in sim telarray in the original phase2d3 and
adjusted simulation configuration for CT1-4.

discriminator threshold setting can be seen in orange in Figure 86 and results in an
acceptable match.

17The discriminator threshold sim telarray setting for the CT1-4 Cherenkov cameras does not have a
particular unit.
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4.1.5 Mirror Reflectivity

A measure for the absolute mirror reflectivity of a telescope can be derived from the
measured muon efficiency (section 2.5.5). The CT5 muon efficiency distributions for
simulations and observations initially show a match. However, the previous muon
analysis chain for the CT5 telescope simulation did not include corrections for the
pedestal width and bias, which Simon Steinmassl implemented. The muon efficiency
distributions before and after updating the muon analysis chain for CT5 were determined
by Tim Lukas Holch and are shown in Figure 87. Adopting the new muon analysis
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Figure 87: Simulated muon efficiency distribution of CT5 for the initial and updated
muon chain. The latter now includes corrections for the pedestal width and bias of
CT5. The plot is taken from Steinmassl (2023).

chain results in a ≈ 8% shift of the distribution’s mean towards lower efficiencies. As
the initial simulated muon efficiency was already matched to measurements, the mirror
reflectivity of CT5 in simulation after adapting the new muon chain is increased by the
same amount to account for the introduced shift.

The mirror reflectivity in sim telarray is demined by the mirror transmittance
curve and the mirror degradation parameter18. The former defines the default mirror
reflectivity for different wavelengths of light (Figure 59), and the latter defines a
multiplicative scaling factor for this curve (Bernlöhr, 2022b). The required shift is
implemented by increasing the default mirror degradation parameter from 0.738 to 0.79,
increasing the mirror reflectivity.

The muon efficiencies of CT1-4 have been previously validated in Zorn (2020).
However, a new calibration scheme for observation data was adopted in November 2022.
This scheme replaces the previously fixed PMT gain in phase2d3 with a dynamic gain
based on measurements during calibration runs. This change impacts the brightness of
muon rings, resulting in a telescope dependant shift of the muon efficiency distribution
towards smaller efficiencies. These shifts are again implemented by changing the mirror

18MIRROR DEGRADED REFLECTION (Bernlöhr, 2022b).
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degradation parameter on a per-telescope basis. The original and adjusted mirror
degradation parameters are shown in Table 12.

Telescope Original degradation Adjusted degradation

CT1 0.823 0.800
CT2 0.840 0.827
CT3 0.826 0.804
CT4 0.794 0.745
CT5 0.738 0.790

Table 12: Mirror degradation parameter settings for each H.E.S.S. telescope before and
after adjustment.

4.1.6 Simulated Viewcone

In addition to validating the sim telarray configuration parameters, the CORSIKA
input parameters are critical for the simulation of Cherenkov showers. Similarly to the
validation of the DesertACT CORSIKA parameters (section 3.5.6), the viewcone and
the RSCAT setting, specifying the maximum allowed shower distance to the array centre,
are subject to validation. The to-be-validated default proton simulation settings for the
H.E.S.S. phase2d3 period defines a simulated energy range from 30GeV to 150TeV, a
viewcone of 5 deg, and a maximum impact distance of RSCAT = 1500m.

To validate the viewcone setting, a larger than default viewcone of 10 deg is chosen,
such that the performance of smaller viewcone settings can be evaluated. With these
settings, proton-induced Cherenkov shower simulations are conducted at a zenith angle
of 20 deg, resulting in ≈ 104 triggered showers. To determine a new value for the
simulated viewcone, showers that are far away from the array centre or of low energy
are specifically significant. Hence, data from CT5 is selected to evaluate the viewcone
performance due to the larger effective aperture and mirror collection area. The used
simulation configuration includes all adjustments introduced to the default sim telarray
configuration up to now. The resulting distribution of triggered showers inside the
simulated viewcone is determined using Equation 47 and Equation 49 introduced in
section 3.5.6 and is shown in Figure 88.

As expected, the shower distribution inside the viewcone shows a central peak
with fewer events towards larger angular offsets towards the viewcone centre. This is
quantified by determining the fraction of triggered showers contained within a given

total angular offset dφ =
√
dφ2

alt + dφ2
az, shown in Figure 89.

From distribution, it can be determined that the default viewcone setting of 5 deg con-
tains ≈ 92% all simulated showers. Increasing the viewcone setting, however, increases
the CPU time spent on showers that do not result in a telescope trigger. Therefore,
a new viewcone setting of 8 deg is selected as a compromise between the contained
fraction of showers and computation time, such that the fraction of contained showers
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Figure 88: CT5 triggered proton shower distribution inside the simulated 10 deg view-
cone, with the new setting of 8 deg highlighted in red. Showers were simulated at a
zenith angle of 20 deg in the standard energy range from 30GeV to 150TeV with a
maximum shower distance of RSCAT = 1500m.
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Figure 89: Fraction of triggered showers contained within a given total angular offset dϕ
inside the viewcone relative to the telescope pointing direction. The default viewcone
setting of the simulation (5 deg) and the newly chosen 8 deg setting, together with their
respective total fraction of contained showers, are highlighted.

is ≈ 99%19. To evaluate that the shown percentile fractions are valid, a simulation with

19In reference to a simulated viewcone of 10 deg
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a much bigger viewcone of 30 deg has been conducted, yielding sup-percent variations
from the values given above. Therefore, the newly proposed viewcone setting of 8 deg is
used.

From the original 10 deg viewcone simulation, one can further look at the zenith
angle corrected impact point distribution of triggered showers (compare section 3.5.6),
which is shown in Figure 90. As seen in Figure 90, the event distribution is well contained
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Figure 90: CT5 proton shower impact point distribution on the ground for a simulated
viewcone of 10 deg viewcone, with the maximum shower distance of RSCAT = 1500m
highlighted in red. Showers were simulated in the standard energy range from 30GeV
to 150TeV.

within the area specified with the default RSCAT = 1500m value. The used viewcone
setting influences the distribution of events, with a larger viewcone setting yielding more
events towards larger impact distances. Since the simulation was conducted with the
10 deg for which the RSCAT = 1500m is deemed acceptable, this is valid for the smaller
viewcone setting of 8 deg as well. The default RSCAT setting is maintained.
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4.2 Single Telescope Consistency

The second stage of the validation is to establish the single telescope consistency, i.e.
the match between the single telescope simulation and single telescope observations. All
previous adjustments to the default phase2d3 simulation configuration in sim telarray
and CORSIKA are adapted for the upcoming investigations.

4.2.1 Photo Electron Definition

The consistency of the p.e. definition between the simulation and the HAP-analysis
framework is essential for later analysis and must be consistent. For CT5, this consistency
is established in Steinmassl (2023) as part of the MC validation effort. Here, the
laser simulation of sim telarray was used with an intensity of 300 photons/pixel at
a wavelength of 400 nm. Sim telarray provides the true number of photoelectrons
Itrue = 107.65 p.e., which is compared to the arithmetic mean µar of the intensity
distribution produced by HAP and the mean µG of a fit Gaussian. This is shown in
Figure 91.
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Figure 91: The intensity distribution of flat field measurements together with the laser
simulation results (green). The plot is taken from Steinmassl (2023).

The deviation between the true photo electron value provided by sim telarray and
the intensity calculated by HAP is consistent within 1%. Therefore, no adjustment is
required. The photoelectron consistency for CT1-4 has previously been established in
Zorn (2020).
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4.2.2 Night Sky Background Setting

The NSB rate is another critical parameter in the sim telarray simulation. The NSB
setting is validated in Leuschner (2023) as part of the MC validation effort.
Similarly to how the NSB setting for sim telarray is calculated for DesertACT in sec-
tion 3.5.7, Equation 50 is used to the same effect for the H.E.S.S. telescopes as specified
in phase2d3. This results in a NSB rate setting of 124.69MHz and 316.01MHz for
CT1-4 and CT5, respectively. In addition, the H.E.S.S. database provides approximated
values for the NSB rate during observations based on the observed baseline shift in the
pixel waveforms of 134.22MHz and 391.21MHz for CT1-4 and CT5 respectively.

The best choice of NSB setting between the calculated and database values can be
determined by simulating their effect on the pedestal and determining the resulting
pedestal width. The resulting pedestal widths are shown in Table 13.

Source Pedestal width [p.e.]

Simulation
NSB=124.69MHz

1.19

Simulation
NSB=134.22MHz

1.24

Database 1.27

(a) CT1-4

Source Pedestal width [p.e.]

Simulation
NSB=316.01MHz

1.64

Simulation
NSB=391.21MHz

1.82

Database 1.65

(b) CT5

Table 13: The measured and simulated pedestal width for different NSB rate settings
for the sim telarray simulation for CT1-4 (a) and CT5 (b). In both tables, the first-row
NSB values are derived using Equation 50 and the second-row NSB values are taken
from the H.E.S.S. database. Pedestal width values are taken from Leuschner (2023).

These values are compared to the pedestal width in the database. As the best match
between the simulated and measured pedestal width, the NSB values of 134.22MHz
(60% increase) for CT1-4 and 316.01MHz (44% increase) for CT5 are chosen as the
new values for the simulation.
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4.2.3 Mono Trigger Rates

The mono trigger rates are an excellent metric to evaluate the single telescope simulation
of the H.E.S.S. telescopes. Usually, the H.E.S.S. telescopes are operated in hybrid mode,
allowing a CT5 mono trigger and a stereo trigger between multiple H.E.S.S.telescopes,
including CT5 (section 2.5) However, the mono trigger rates of each H.E.S.S. telescope
during observation are also available. These rates are calculated before any cuts are
applied to the data and are dominated by the more abundant proton-induced Cherenkov
showers.

Hence, diffuse proton shower simulations are used to determine the simulated tele-
scope mono-trigger rate. However, the simulation does not provide timing information
between simulated showers, and a direct calculation of the trigger rate is impossible.
The trigger rates can instead be calculated indirectly from the telescope’s effective
aperture, as defined in Equation 63. An example of the effective aperture for the original
phase2d3 configuration, with a simulated viewcone of 8 deg, and rscat = 1500m is
shown in Figure 92.
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Figure 92: Simulated effective aperture of all H.E.S.S. telescopes pointing towards
zenith using the original phase2d3 sim telarray configuration with a simulated viewcone
of 8 deg, a maximum impact distance of 1500m, and a simulated energy range from
30GeV to 150TeV. Each telescope is allowed to trigger by itself.

For each energy bin Ebin, the corresponding trigger rate is calculated as

R(Ebin) = Aeff(Ebin) · Φp
CR(Ebin) · acorr, (73)

with Aeff the effective aperture, Φp
CR(Ebin) the integral cosmic proton flux and acorr the

heavy nuclei correction factor. The latter two are introduced in the following.

Global Spline Fit Spectrum

Typically, two models are considered when describing the CR proton spectrum. The
first model is the BESS98 spectrum presented in Sanuki et al. (2000), which describes
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the CR proton spectrum as a simple power law. The second model is the Global Spline
Fit (GSF) proton spectrum introduced in Dembinski et al. (2017), based on the cosmic
ray flux measurements of multiple instruments such as AMS-02, PAMELA (Adriani
et al., 2011), IceCube (IceCube Collaboration, 2013), and Auger (Sommers, 2005). The
GSF spectrum shows more structure than the simple BESS98 power-law spectrum, with
energy-dependant flux differences of up to 20%.

Further, the GSF proton spectrum has been compared to the modelled proton
spectrum presented in Breuhaus et al. (2022) to estimate the systematic differences in
the resulting telescope mono trigger rates. In this publication, the cosmic ray proton
spectrum is modelled using two galactic and an additional extra-galactic component,
resulting in agreement with measurements of other experiments. Here, two different
models are introduced, since experimental results above 10TeV show inconsistencies.
Either model can be selected, with resulting telescope trigger rates not changing
significantly.
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Figure 93: Modelled cosmic ray proton spectrum with corrected model parameters
from Breuhaus (2022) following Model-A, presented in Breuhaus et al. (2022) (a),
with a comparison to the BESS98 and the GSF cosmic proton spectrum in (b). This
comparison is made in the energy range of 10GeV to 150TeV used for the presented
H.E.S.S. simulations. GSF proton spectrum data is taken from Dembinsky (2022), and
BESS98 power law parameters are taken from Sanuki et al. (2000).

The spectral model presented in Breuhaus et al. (2022) could be replicated after
correspondence with its author, working out inconsistencies between the provided
model parameters and the shown model20. The result is shown in Figure 93a. The
corresponding erratum has yet to be published at the time of writing. The comparison
between this modelled spectrum, the BESS98, and GSF cosmic proton spectrum is

20The reference energy for the second galactic and the extra-galactic component is 1TeV instead of
10GeV with the corresponding plot for Model-A showing [erg−1.7sr−1s−1cm−2] instead of the shown
[erg−1.7sr−1s−1m−2]
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shown in Figure 93b. The GSF and modelled spectrum show good agreement below
10TeV, with the latter following closer to the BESS98 spectrum for the remaining
shown energy range. For each proton spectrum, the total telescope mono trigger rate is
determined following Equation 73, using the same simulated effective aperture to study
the systematic differences. The heavy nuclei correction factor is not considered in this
calculation. As expected, the resulting trigger rates for the GSF and modelled spectrum
are consistent within 1σ, As both spectra show good agreement below 10TeV from which
the majority of contributions to the total trigger rate originates (compare Figure 96b).
In contrast, the BESS98 spectrum results in a (15.7± 0.8)% and (8.6± 1.4)% increase
in the mono trigger rates of CT1-4 and CT5, respectively.
The GSF cosmic proton spectrum is used for the rest of the validation as there are no
significant differences in the resulting telescope trigger rates compared to the modelling
approach in Breuhaus et al. (2022), and both can replicate multi-instrument measurement
results. Further, Dembinski et al. (2017) also provides spectra for heavier nuclei required
to validate the heavy nuclei correction factor.

Heavy Nuclei Correction Factor

While proton-induced Cherenkov showers dominate the observed telescope trigger
rate before cuts, heavier nuclei contribute significantly to the total observed telescope
trigger rate. However, Cherenkov air shower simulations of heavier nuclei become in-
creasingly computationally expensive with increasing nucleon mass due to the increased
kinetic energy and subsequent more extensive Cherenkov air showers. Consequently, only
proton simulations are carried out, and a heavy nuclei correction factor acorr is applied
to the resulting telescope trigger rates to compensate for the missing contribution of
heavier nuclei.

Traditionally, a heavy nuclei correction factor of acorr = 1.34 is used for H.E.S.S.
simulations (Bernlöhr, 2022a). Heavy nuclei simulations are carried out to validate
this factor, and their contribution to the telescope trigger rate is determined. Due
to the time-intensive nature of these simulations, multiple nuclei are grouped based
on the natural logarithm of their atomic number ln(A), to which hadronic air shower
measurements are susceptible because of increased light yield (Dembinski et al., 2017)
(section 2.2). Such a grouping is illustrated in Figure 94. Here, elements are grouped
by approximately equal intervals in lnA, with the heaviest element in a given group
used as the group identifier. The marker size of each element indicates the CR flux
contribution within a given element group.

However, the default run hess interface only offers proton, helium, nitrogen, silicon,
and iron nuclei as primary cosmic ray particles. Hence, a new grouping is adapted
following the mass ordering example. This grouping is shown in Table 14.

Simulations are carried out for each group G shown in Table 14 as the primary
particle in an energy range from 30GeV to 100TeV and the resulting effective aperture
of each telescope is calculated. The energy-dependent trigger rates are calculated from
these effective apertures, following

RG(Ebin) = AG
eff(Ebin) ·

∑
Z∈G

ΦZ
CR(Ebin), (74)

122



Figure 94: Mass ordering of different elements, with groupings based on the natural
logarithm of their atomic mass highlighted in colour. The size of element markers
represents the CR flux contribution of each element within a given group represented by
the leading element in lnA as p, He, O* and Fe*. The latter two are starred to indicate
the presence of multiple elements in the group. Taken from Dembinski et al. (2017).

Group G Included atomic numbers

p Z = 1
He Z = 2
N* 3 ≤ Z ≤ 9
Si* 10 ≤ Z ≤ 14
Fe* 15 ≤ Z ≤ 29

Table 14: Element grouping used to determine the heavy nuclei correction factor
acorr. Element groupings follow the nuclei presets in the default H.E.S.S. simulation
configuration script.

with ΦZ
CR(Ebin), the integral flux of the element with atomic number Z in the energy

bin Ebin. The required heavy nuclei CR spectra are taken from the online cosmic
ray explorer tool (Dembinsky, 2022) and are based on the GSF spectra presented in
Dembinski et al. (2017). The results for CT5 are shown in Figure 95. The results
for CT1-4 are shown in Figure 115 to Figure 118 in Appendix A. The heavy nuclei
correction factor is then calculated as the fraction between the total telescope trigger
rate over all groups G and the proton trigger rate Rp as

acorr =

∑
GR

G

Rp
. (75)

123



10 1 100 101 102

Kinetic energy [TeV]

10 2

10 1

100

101

102
Tr

ig
ge

r r
at

e 
R 

[H
z]

p
He
N*
Si*
Fe*

Figure 95: Simulated energy-dependant trigger rate of CT5 for different primary CR
nuclei mass groups from 30GeV to 100TeV.

Telescope CT1 CT2 CT3 CT4 CT5

acorr 1.40± 0.04 1.40± 0.04 1.40± 0.04 1.40± 0.04 1.33± 0.03

Table 15: Calculated heavy nuclei correction factors for CT1-5 based on heavy nuclei
simulations.

This is repeated for all telescopes, and the results are shown in Table 15. The
calculated heavy nuclei correction factors for CT1-4 are consistent with the original
factor of acorr = 1.34 within 1.5σ with CT5 showing a smaller deviation below 1σ.
Therefore, the original value is deemed validated and is used in further analysis.
The 1.4σ difference between the CT1-4 and CT5 result is explained by the larger
effective aperture of CT5 at lower energies compared to CT1-4. At these lower energies,
the composition of the total CR spectrum is increasingly dominated by protons (see
Figure 95), resulting in a smaller required heavy nuclei correction factor.

Simulated Energy Range

The energy-dependant trigger rates for the default phase2d3 simulation configuration
are calculated following Equation 73. The result for CT5 are shown in Figure 96a
together with the total trigger rate of R = (1953± 18)Hz.
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Here, the distribution of trigger rates is cut off at the rising edge for the default
simulated energy range with Elow = 30GeV and Eup = 150GeV the lower and upper21

energy bound for the simulated protons respectively. A Gaussian fit is made to the rising
edge of the trigger rate distribution, and the missing trigger rate bins are estimated
using the same binning as the simulated data. For each new bin position, the Gaussian
fit is evaluated, with the 1σ error shown as the error bar. The expected missing trigger
rate is calculated as R = (153± 6)Hz, corresponding to (7.8± 0.3)% of the total trigger
rate.
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(a) Elow = 30GeV with Gaussian fit to the
rising edge and estimated missing trigger
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Figure 96: Simulated energy dependant trigger rate of CT5 for the original phase2d3
sim telarray simulation configuration with varying lower energy bound Elow = 30GeV
(a) and Elow = 10GeV (b) for the simulated protons. For the default low-energy bound
in (a), a Gaussian fit to the rising edge is shown together with the estimated missing
trigger rate bins. The total trigger rate R is shown in black, and the expected missing
trigger rate in (a) is shown in red.

The Gaussian fit is used to estimate a new lower energy bound Elow = 10GeV,
below which the estimated trigger rate contribution ≪ 1%. The simulation results
for CT5 using the new lower energy bound are shown in Figure 96b. Here, the new
total trigger rate R = (2117 ± 18)Hz is consistent with the predicted trigger rate
R = (2106± 19)Hz = (1953± 18)Hz + (153± 6)Hz from Figure 96a. Further, one can
identify that the trigger distribution’s rising edge’s slope is steeper than the Gaussian
model predicted, with the trigger rate falling below zero at 14GeV. As this lower energy
bound yields a significant contribution to the total trigger rate, it is adapted for all
simulations in upcoming sections.

21Contribution to total trigger rate above 50TeV is < 1%
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Observation Run Selection

The process of calculating the total trigger rate is repeated for multiple zenith
angles from 0deg to 70 deg and different stages of modifications to the original phase2d3
simulation configuration, as discussed in previous sections. The simulated values are
compared to the results of observations within the H.E.S.S. run range of 160051−162824
defining phase2d3. For a good comparison, only runs during which the atmospheric
conditions are similar to those modelled in the simulation are selected. An estimation of
the AOD per run is provided by the transparency coefficients (section 2.5.6), which are
provided by Holch (2022) for the phase2d3 run range, while the AOD of the simulation
is defined in the atmospheric transmission table ( section 4.1.3). An asymmetric AOD
interval around the simulated AOD is established, allowing the number of photons
detected by the telescope to vary by 5%. This AOD interval is identified using a
correction scheme proposed by the MC validation group (Holch et al., 2022), linking
atmospheric variations relative to a reference to a change in the number of detected
photons.

Further, runs are selected by their zenith angles. To this end, a zenith binning is
created with bin centres ranging from 0deg to 70 deg in 10 deg steps and a bin width
of 3.5 deg. The bin width is chosen such that each zenith bin contains at least 50
observation runs while not averaging over a too-large zenith range. Consequently, the
useable observation runs are further reduced to ≈ 500. For each zenith bin, the mono
trigger rates of contained observation runs are read from the raw trigger file in the
H.E.S.S. database. The mean is shown as the trigger rate of a given bin, with the
standard deviation as the error.
The resulting zenith dependant trigger rates for the original and new sim telarray
configurations, including all presented adjustments and the observation results, are shown
in Figure 97. The remaining results for CT2-4 are shown in Figure 119 (Appendix A).

A systematic error of ±10% is expected for the sim telarray simulation results
(Bernlöhr, 2022a) and shown as an error band in Figure 97. This systematic error is
later discussed in Figure 4.3.1. The simulated trigger rates produced by the original
phase2d3 configuration show large deviations up to 42% for CT1-4 and 30% for CT5
to the observation runs. A zenith-dependant percentile deviation could not be resolved
due to the present trigger rate error for the selected observation runs. On the one
hand, a stricter cut on the observational data regarding the AOD similarity to the
simulation or zenith angle acceptance within a specific bin would be required, resulting
in insufficient statistics per zenith bin. On the other hand, more diverse simulations
with different atmospheric transmission profiles could be carried out to allow a loser cut
on the observational data. Due to time limitations, such time-intensive simulations are
not carried out.

The new simulation configuration, including all modifications introduced in previous
sections, reduces the overall deviation to below 5% for all telescopes. In addition, the
zenith angle-dependant trigger rates are calculated at different validation stages, with
each stage containing all previously changed parameters. Each stage is assigned an
identifier, as shown in Table 16.

The mean relative deviation between the simulated and observation trigger rates is

126



0

200

400

600

800

1000

1200

Tr
ig

ge
r r

at
e 

R 
[H

z]

Observations
mean mono rates
New phase2d3
Original phase2d3

0 20 40 60

0

20

Re
la

tiv
e

de
vi

at
io

n 
[%

]

0 20 40 60
Zenith angle [deg.]

0

50

100

Nr
. o

f r
ea

l r
un

s

(a) CT1

1000

1500

2000

2500

3000

Tr
ig

ge
r r

at
e 

R 
[H

z]

Observations
mean mono rates
New phase2d3
Original phase2d3

0 20 40 60
0

5

10

Re
la

tiv
e

de
vi

at
io

n 
[%

]

0 20 40 60
Zenith angle [deg.]

0

50

100

Nr
. o

f r
ea

l r
un

s

(b) CT5

Figure 97: Zenith-dependant trigger rates of CT1 and CT5 for observation and simulated
runs, with the relative deviation of the simulation to the observation data and the
number of observation runs in each zenith bin. Results for the original phase2d3 and
the new simulation configuration are shown in blue and orange, respectively. The
mean relative deviation between 10 deg to 50 deg to the observation runs is highlighted
as the grey dashed line. An expected systematic error band of ±10% is assigned to
sim telarray results (Bernlöhr, 2022a).

Stage identifier Description

A Original phase2d3 configuration
B + adjusted optical PSF
C + aerosol level and CT5 trigger threshold
D + reflectivity CT5
E + realistic NSB rates
F + CT1-4 reflectivities and thresholds (new phase2d3 )

Table 16: Simulation stage identifier names in Figure 98 with corresponding changes
added to the original phase2d3 simulation configuration. Each stage contains all
previously introduced configuration changes.

calculated for each stage. The results for CT1 and CT5 are shown in Figure 98
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Figure 98: Mean relative deviation between the simulated and observation trigger rates
between 10 deg to 50 deg zenith at different validation stages of the original phase2d3
simulation configuration for CT1 (a) and CT5 (b). The stage identifiers are defined in
Table 16. For CT5, only stages up to E are shown, as stage F did not contain changes
to the CT5 configuration.

Generally, the adjustment of the optical PSF did not result in a significant change
in the trigger rates, likely because the optical PSF was already contained within a
single pixel. Thus, further reduction of the optical PSF size does not affect the trigger
behaviour of the telescope.

The most significant improvements in the match between simulated and observation
data are attributed to the change in the aerosol level and adjustments to the trigger
thresholds and the mirror reflectivities. As expected, a reduced trigger threshold
significantly increases the number of triggered events due to the spectral shape of the
CR proton spectrum. The reduction of the aerosol level and the increase in mirror
reflectivities result in a net increase in the number of photons entering the camera for any
given Cherenkov shower. Thus, showers that previously were slightly below the trigger
threshold of the telescope receive an increase in the flux of photons and, therefore, can
trigger the telescope. Hence, an increase in mirror reflectivity or a decrease in aerosol
level reduces the effective trigger threshold of the telescope, explaining the observed
behaviour.

4.3 High-Level Array Validation

4.3.1 Stereo Trigger Rates

During regular operation, the H.E.S.S. Telescopes are operated in hybrid mode, allowing
a CT5 mono trigger and a stereo trigger between two H.E.S.S. telescopes, including CT5.
This hybrid trigger is replicated in sim telarray by default and is used for high-level
validation.
To validate this hybrid trigger mode, simulations with the new phase2d3 configuration
are created for zenith angles between 0 deg to 70 deg in 10 deg steps with ten runs each,
resulting in ≈ 5 · 103 triggered events per simulated zenith angle.
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Following the example in section 4.2.3, the trigger rate of each H.E.S.S. telescope is
calculated. Here, a trigger is counted towards a given telescope when it was part of the
set of telescopes that triggered on a given Cherenkov shower. The resulting trigger rate
is the stereo participation rate of the telescope.
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Figure 99: Zenith-dependant stereo participation trigger rates of CT1 and CT5 for
observation and simulated runs, with the relative deviation of the simulation to the
observation data and the number of observation runs in each zenith bin. Simulations
performed with the new phase2d3 sim telarray configuration simulation. The mean
relative deviation between 10 deg to 50 deg to the observation runs is highlighted as the
grey dashed line. The systematic errors due to the choice of the high-energy interaction
model in CORSIKA and a realistic variation in muon efficiency of 5% are shown as
error bands in pink and green, respectively.

The observation data selection follows the one introduced for the mono trigger rates
in section 4.2.3. The stereo participation rates can be read directly from the H.E.S.S.
database without requiring the raw trigger file, resulting in a total number of useable
observation runs of ≈ 1.3 k. The resulting zenith angle dependant stereo participation
rates are shown in Figure 99. The results for CT2-4 are shown in Figure 121 (Ap-
pendix A).

The simulated stereo participation rates show good agreement with the observation
data within ≈ 6% and ≈ 5% for CT1-4 and CT5, respectively. The previously used
±10% systematic error of sim telarray assumed in Figure 97 is replaced with realistic
systematic errors introduced by changes in the muon efficiency, and the choice of the
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high-energy interaction model used in the CORSIKA Cherenkov shower simulation.

The muon efficiencies have been calculated in section 4.1.5 based on the mean muon
efficiency in the phase2d3 era. However, the muon efficiencies are subject to short-term
variations on the scale of days. This variation is illustrated in Figure 100, showing
the percentile deviation between the 48 h mean and long-term muon efficiency in the
phase2d3 era.
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Figure 100: Percentile muon efficiency change of the 48 h mean muon efficiency µ48h
from the long-term muon efficiency values µLT during the timeframe of phase2d3. Values
provided by Holch (2022).

From this temporal deviation, it can be concluded that a ±5% systematic for the
chosen muon efficiency and subsequent mirror reflectivity in the sim telarray simulation
configuration represents a realistic systematic. The effect of this systematic on the
stereo trigger rates is determined by creating new simulations with a ±5% change of the
mirror reflectivities. From these simulations, the zenith-dependent stereo participation
rates are calculated, and the mean deviation to the previous simulations without the
reflectivity change is determined as sys.eff+10.1%

−9.5% for CT1-4 and sys.eff+6.6%
−9.2% for CT5

shown in Figure 99.

Another systematic is introduced by choice of the high-energy interaction model
in CORSIKA. Per default, the QGSJET-II-4 model is used in H.E.S.S. simulations,
with EPOS and SYBILL as alternative models (section 2.7.1). New proton simulations
are created for the latter two interaction models, and their influence on the stereo
participation rates is determined. Here, the QGSJET-II model shows the highest
trigger rates, followed by SYBILL and EPOS, with the lowest resulting trigger rates.
This observation is in agreement with results presented in Parsons and Schoorlemmer
(2019), showing that the photon density for proton-induced Cherenkov showers at an
observation height of 1800m after atmospheric absorption shows the same hierarchy
at 100GeV. Around this energy, the contribution towards the total trigger rate is the
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largest (Figure 115). The observed difference between the QGSJET-II-4 model and
EPOS is used for the estimation of the systematic error on the stereo participation rates,
which is consistent with a telescope-independent shift of −4% in the stereo participation
rate, shown as a systematic band in Figure 99.
The results for the original phase2d3 configuration before the validation show a mismatch
of up to 66% for CT1-4 and ≈ 29% for CT5. The stereo participation rates for the
validated simulation configuration show agreement with the observation data, with a
remaining mean deviation of < 6% for all telescopes. This match is further improved
when the systematic fluctuations based on the selected high-energy interaction model
and the variations in the muon efficiency are considered.

4.3.2 Image Cleaning

The established match between the simulation and observation data must persist after
image cleaning. This validation is conducted in Steinmassl (2023) as part of the MC
validation effort. The observation runs and proton simulations are subjected to tail
cut cleaning, the implementation of which is shown in section 3.5.8. The physical
differences between the small H.E.S.S.telescopes CT1-4 and CT5 require different tail
cut parameters. A picture threshold of 5 p.e. and boundary threshold of 10 p.e. is used
for CT1-4 while CT5 adapts a picture threshold of 9 p.e., a boundary threshold of
16 p.e. as tail cut parameters with a requirement of two next neighbour signal pixels
(section 3.5.8) for each signal pixel. Using Hillas parametrization, the Hillas parameter
of the cleaned shower images are extracted and filtered using preselection cuts, requiring
at least 5 pixels signal pixels and an amplitude of 80 p.e. per image (Steinmassl, 2023).
The resulting Hillas length over the image intensity distributions for CT1 and CT5 are
shown in Figure 101.

0 1 2 3 4 5 6 7 8
Hillas length / image intensity [rad/p.e.] 1e-5

0.00

0.01

0.02

0.03

0.04

0.05

0.06

No
rm

al
ize

d 
Co

un
ts

Observation Runs
Proton Simulations

(a) CT1

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Hillas length / image intensity [rad/p.e.] 1e-5

0.00

0.01

0.02

0.03

0.04

0.05

0.06

No
rm

al
ize

d 
Co

un
ts

Observation Runs
Proton Simulations

(b) CT5

Figure 101: Comparison of the normalized Hillas length over image intensity distribution
for CT1 (a) and CT5 (b) between observation runs (black) and proton simulations
(orange), after applied image cleaning. The plots are taken from Steinmassl (2023).

The distributions of the proton simulations and the observation runs show a good
agreement, concluding that the previously established match between simulation and
observation persists after image cleaning and cuts.
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4.4 Summary and Outlook

The MC validation effort presented in this section investigated sources of discrepancies
between the simulated and observed telescope response for all H.E.S.S. telescopes.
For this effort, the validation was performed starting from basic MC up to high-level
consistency checks.

For the initial basic MC parameter checks, the optical PSF and mirror reflectivity
in the sim telarray telescope response simulations were validated. For the optical
PSF, an up to 20% mismatch between simulation and observation was identified and
subsequently reduced to ≤ 5% for all H.E.S.S. telescopes. The introduced changes to
the optical PSF (< 0.13mrad) are small compared to the angular pixel size of CT1-4
(≈ 3.2mrad) and CT5 (≈ 1.4mrad), resulting in no significant impact on the simulated
telescope trigger rates.
An impact on the trigger behaviour of the telescope would only be expected when
the optical PSF size changes on the scale of multiple pixel diameters. For camera
images with signals close to the telescope’s trigger threshold, enlarging the optical PSF
in this fashion can significantly increase the light spillover from a given pixel to its
next neighbours while also altering the photon density in each pixel of the camera. In
this scenario, the exact effect on the telescope’s trigger behaviour is a function of the
telescope’s trigger criteria and the individual camera image.

The atmospheric transmission table, providing height and wavelength dependant
attenuation of the atmosphere in the simulation configuration, is compared against
measurements from AERONET, taken during the time of phase2d3. The comparison
between the transmission table values and the observations yields a ≈ 3% reduction
in the number of detected Cherenkov photons for the simulations. The atmospheric
transmission table is modified by reducing the aerosol content by 50%. The resulting
AOD, predicted by the modified transmission table, matches the mean AERONET
AOD measurements during the phase2d3 area. As expected, the trigger rates of all
H.E.S.S. telescopes increased by up to 10% due to the reduced light attenuation in the
atmosphere, resulting in an average of 2% increase in the number of arriving photons
for any given Cherenkov shower.

The maximum impact distance of 1500m is validated using proton simulations, and
the simulated viewcone for diffuse proton simulations increased from the default of 5 deg
to 8 deg, containing at least 99% of all showers that would result in a telescope trigger.
This change also results in an up to 8% increase in the simulated telescope trigger rate
due to the newly included triggered Cherenkov showers.

To calculate these telescope trigger rates, the GSF proton spectrum is used in con-
junction with a heavy nuclei correction factor and the telescope’s effective aperture. In
addition to the BESS98 spectrum, the GSF proton spectrum is compared to a modelled
proton spectrum to estimate the systematic differences in the resulting telescope mono
trigger rates.
The resulting trigger rates for the GSF and modelled spectrum are consistent within
1σ, while the BESS98 spectrum results in a (15.7± 0.8)% and (8.6± 1.4)% increase
in the mono trigger rates of CT1-4 and CT5, respectively. The choice of the GSF
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cosmic proton spectrum for the presented analysis is valid, since a different approach to
model multi-instrument measurements of the comic ray proton flux resulted in matching
trigger rates for all telescopes.

Besides the selected cosmic proton spectrum, a multiplicative heavy nuclei correction
factor of (1.4± 0.04) for CT1-4 and (1.33± 0.03) is determined based on heavy nuclei
simulations. These factors are consistent within 1.5σ with the standard value of 1.34
currently used in H.E.S.S. simulations. Therefore, the established factor of 1.34 is
further used.

New NSB rates of 134.22MHz and 316.01MHz are set for CT1-4 and CT5, respec-
tively, establishing a match between the simulated pedestal-width and the one stored in
the H.E.S.S. database within 2.4% for CT1-4 and < 1% for CT5. These new NSB rates
represent an increase of 60% for CT1-4 and 44% for CT5 compared to the original
values, resulting in a telescope-specific increase in the mono trigger rates up to 6%.

The telescope mono trigger rate is determined for CT1-5 at different zenith angles
from 0deg to 70 deg, and the deviation to the observed mono trigger rates is calculated.
For the original phase2d3 configuration, deviations of up to 42% and 30% are identified
for CT1-4 and CT5, respectively. The new phase2d3 configuration, adapting all intro-
duced changes to the simulation configuration, results in a match within 5% between the
observed and simulated mono trigger rates. The remaining deviation can be attributed
to the systematic errors introduced by slight variations in the telescope’s muon efficiency.

During the time of phase2d3, the muon efficiency varied by up to ±5% compared to
the mean muon efficiency determined during this period. The resulting systematic effect
on the stereo participation trigger rates was determined to be of the order of 10%, with
the effect on the mono trigger rates being on the same order of magnitude. The stereo
participation rates, in turn, match the observation data within 6%, improving upon the
previous deviation by up to 65% for CT1-4 and 25% for CT5. The established match
persists even on the Hillas parameter level after the traditional H.E.S.S. image cleaning.

Using this new validated simulation configuration, Steinmassl (2023) presents a new
Crab spectrum shown in Figure 102. The significance of the presented MC validation is
seen in the flux normalization (at 1TeV). Using CT5 mono with the newly validated
simulation configuration the normalization is (3.85± 0.05) ·10−11TeV−1cm−2s−1 com-
pared to the initial result of (5.04± 0.08) ·10−11TeV−1cm−2s−1. Compared to the older
H.E.S.S. results presented in Aharonian et al. (2006), this is a large improvement22 of
1.7σ (≈ 34%). The remaining 12% deviation is entirely within the 20% systematic for
the H.E.S.S. Crab flux normalization at 1TeV, where before the deviation could not be
explained with the systematic error.

Further, the reconstructed Crab flux of CT5 mono is now consistent with the one
using CT1-4 stereo for the first time since FlashCam was installed. The presented
simulation configuration with all introduced modifications has been adapted by the

22With respect to the 20% H.E.S.S. systematic for the Crab normalization at 1TeV.
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Figure 102: Reconstructed Crab flux for CT5 mono and CT1-4 stereo using the final
validated simulation configuration presented in this work together with the CT5 mono
results before the validation (pre val.), previous H.E.S.S. results (Aharonian et al., 2006)
and the spectrum presented by Meyer et al. (2010). The figure is taken from Steinmassl
(2023).

H.E.S.S. collaboration and is used for the next production of H.E.S.S. simulations.
Further, the correction scheme presented in Holch et al. (2022), which was developed
as a derivative of the MC validation effort, is currently under review as a candidate
to be for implementation in the main software analysis chain (HAP) and can easily be
applied to different types of IACTs.
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5 3D Analysis of the Crab Using the ABRIR Method

5.1 The Crab Nebula

The Crab nebula is a SNR formed after a supernova explosion in 1054 at a distance of
≈ 2 kpc (Hester, 2008). As a product of this supernova, a central pulsar was formed that
powers a Pulsar Wind Nebula (PWN) contained within the expanding SNR. In VHE
astronomy, this PWN is commonly called the Crab nebula instead of the surrounding
SNR. The structure of the Crab nebula can be resolved in X-rays and is shown in
Figure 103.

Figure 103: Chandra X-ray image of the Crab nebula with the H.E.S.S. extension
shown with a solid white line. The colour bands highlight the statistical and systematic
uncertainties. The dashed white line highlights the Chandra extension in X-Rays. The
image is taken from H.E.S.S Collaboration et al. (2019).

The Crab pulsar (located in the centre of Figure 103) is a rotating neutron star with
a rotational period of 33ms. The strong magnetic field of ∼ 1012G (Jones, 1975) results
in electric fields that pull ions from the surface of the pulsar. These ions travel along
the magnetic field lines and emit synchrotron radiation, which initiates electromagnetic
cascades, increasing the number of leptons (primarily electrons and positrons) by a
factor of ∼ 105 to ∼ 107 (Amato and Olmi, 2021). This process forms the central X-ray
emission seen in Figure 103. The outflow of leptons encounters the termination shock
at a distance of ≈ 0.1 pc (Kennel and Coroniti, 1984), seen in Figure 103 as a ring-like
structure close to the central pulsar. The leptons are accelerated in the termination
shock and initially confined in the pulsar’s dipole-like magnetic field, forming a torus
structure. Within this pulsar wind, the electrons are subjected to a local magnetic
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field (∼ 120µG (Meyer et al., 2010)) and emit synchrotron radiation in the MeV range
with ambient photons being upscattered towards TeV energies by the inverse-Compton
process. The leptons are able to escape into the surrounding medium along open
magnetic field lines. This process is also involved in forming the two jets.

The pulsar wind and its emission extend multiple parsecs and produce an extended
source of VHE gamma rays. This emission was first detected by the Whipple tele-
scope (Weekes et al., 1989) and has been established as the brightest known source
of VHE gamma rays. Subsequently, the Crab nebula is one of the most observed and
well-studied objects in the VHE gamma-ray sky. The spectral flux has been studied by
space and ground-based experiments such as Fermi-LAT, MAGIC, and H.E.S.S.. An
example spectrum based on Fermi-LAT and MAGIC data in the GeV to TeV energy
range is shown in Figure 104.

Figure 104: VHE gamma-ray spectrum of the Crab nebula with Fermi-LAT and MAGIC
flux points (with systematic uncertainty band). The best fit based on the MRT model
presented in Meyer et al. (2010) is shown in blue. The figure is taken from Aleksic et al.
(2015).

H.E.S.S. has measured the extension of the Crab in the VHE range to be 52.2′′ ±
2.9′′stat±6.6′′sys (H.E.S.S Collaboration et al., 2019). This extension is shown in Figure 103
overlaid on a Chandra X-Ray image.

5.2 The ABRIR Method

The significant hadronic background present in data acquired from Cherenkov telescopes
must be reduced to enable the analysis of observations of gamma-ray sources. The rate
of this hadronic background is ∼ 104 larger than the expected gamma rates (Olivera-
Nieto et al., 2022). In the case of H.E.S.S., this gamma-hadron separation is performed
using a Boosted Decision Tree (BDT) machine learning approach (Ohm et al., 2009).
Initially, the Cherenkov camera images are tail cut cleaned (Figure 4.3.2), and the

136



higher moments of the camera images are extracted using the Hillas technique (Hillas,
1985) After applying preselection cuts on the image size and squared angular distance
θ2, derivatives of the extracted Hillas parameters are used as the BDT input to classify
events as gamma or hadron-like. The BDT training is done on simulated telescope
data and considers information from all available telescopes. The output of the BDT
is the hadron-likeness ζ of a given event, describing how close the event resembles a
hadronic event. A significant amount of hadronic background can be excluded from
the data by introducing a cut (∼ 80%) on the percentage of retained gamma events
(gamma-efficiency).

Despite the applied gamma-hadron separation, the data is not entirely free of
hadronic background events, and misclassifications occur. The remaining hadronic
events can be reduced further by different approaches. Along the electromagnetic
component, hadron-induced Cherenkov showers produce charged pions that decay into
muons. These, in turn, result in a characteristic full or partial ring-like structure in the
camera images of Cherenkov telescopes (section 2.2). As shown in Olivera-Nieto et al.
(2021), using muons alone to identify hadronic showers can enable total background
rejection powers up to 105 for large-mirror-diameter telescopes23, and energies above
10TeV. This background rejection power can only be reached if the muon signal can be
perfectly identified in Cherenkov camera images. This identification, however, proves to
be difficult for partially contained muon rings that approach the shape of a gamma-like
shower (section 2.5.5).
The Algorithm for Background Rejection using Image Residuals (ABRIR), presented
in Olivera-Nieto et al. (2022), builds on the existing H.E.S.S. preselection and BDT
gamma-hadron separation cuts. It introduces a simplified approach to identifying pixel
clusters beside the primary shower in the Cherenkov camera images of the central
large-mirror-diameter H.E.S.S. telescope. The ABRIR method is summarised here.

The framework of the ABRIR method uses the output of the Image Pixel-wise fit
for Atmospheric Cherenkov Telescopes (ImPACT) algorithm presented in Parsons and
Hinton (2014) to identify hadronic shower components in the central large H.E.S.S.
telescope. ImPACT is a template-based approach to shower parameter reconstruction
based on Cherenkov camera images. Image templates characterise the average camera
image for a set of shower parameters (shower direction, impact point, Xmax, and energy)
and are created using CORSIKA and sim telarray simulations for the H.E.S.S. telescopes.
These templates are fitted to all tail cut cleaned camera images to determine the most
likely shower parameters.

23Ground-based telescopes with mirror diameters ≳ 15m.
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This method has shown superior performance for the angular and energy resolution
compared to the traditional Hillas reconstruction approach (Parsons and Hinton, 2014).

The workflow of ABRIR is illustrated in Figure 105. For each event, data of CT1-4
is used to determine the most likely shower parameters following the method described
in Parsons and Hinton (2014). These parameters are then used as input to the CT5
ImPACT templates to determine the most likely CT5 camera image. As the templates
are created for gamma-like events, they do not include additional pixel clusters attributed
to side showers or muon events in hadronic showers. The template masks the primary
shower in the observed CT5 camera image, and residual pixel clusters N are identified.
The event is rejected and identified as hadronic background if the two conditions, C1
and C2, are fulfilled. Condition C1 is designed to identify pixel clusters far from the
template-predicted primary shower position inside the camera. Condition C2 is designed
to identify random fluctuations due to remaining NSB pixel noise.

Figure 105: Workflow chart for the ABRIR method as implemented for the H.E.S.S.
array. N1 and N2 are the identifiers for residual camera image clusters after subtraction
of the template. C1 and C2 represent the two rejection criteria explained in the text.
The illustration adapted from Olivera-Nieto et al. (2022).

The background rejection power and gamma-ray efficiency of the ABRIR method
are investigated in Olivera-Nieto et al. (2022) using a traditional 1D spectral analysis,
and results are shown in Figure 106. As seen in Figure 106a, the ABRIR method yields
a background reduction of up to ≈ 50%. Whilst the simplified approach of the ABRIR
reduces the hadronic background, it also removes a significant portion of the gamma-like
events. As seen in Figure 106b, the gamma-ray efficiency is reduced by ≈ 10%. This can
be caused by unusually high NSB rates, resulting in bright pixel clusters or high-energy
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(a) (b)

Figure 106: Background ratio between ABRIR and nonABRIR (a) and gamma-ray
efficiency of ABRIR compared to the nonABRIR case (b). Both are shown for standard
(blue) and hard (orange) preselection cuts. The gamma-ray efficiency is derived from
the effective area and from the excess. The figures are taken from Olivera-Nieto et al.
(2022).

gamma events containing muon light (Olivera-Nieto et al., 2022).

5.3 3D Crab Analysis With gammapy

As mentioned, the ABRIR method has proven capable of extending the current back-
ground rejection power of the BDT approach used for H.E.S.S. data. This chapter
tests this new method on H.E.S.S. data of the Crab nebula and compares the resulting
background rejection performance to the existing BDT-only approach in the context of
a 3D-spectral-morphological analysis. An improved background rejection power could
yield an increased detection significance for the highest energies in the observed Crab
spectrum.
The presented analysis is performed with the gammapy (v0.19) python package, first
presented in Deil et al. (2017). It is built on the widely used and tested NumPy (Harris
et al., 2020), Astropy (Astropy Collaboration et al., 2022), and SciPy (Virtanen et al.,
2020) python packages and enables high-level analysis of IACT data. It allows for the
spectral and spatial modelling of observed gamma-ray sources with a wide array of
provided models.

Traditionally, the spectral and morphological analysis of gamma-ray sources is done
separately. Whilst this approach yields good results for point-like sources, it can result
in incorrect spectral models for extended and overlapping sources. As the morphology
of the sources is not considered in this case, the resulting model spectra are not easily
recoverable. As shown in H.E.S.S. Collaboration et al. (2019), the Crab nebula is an
extended source (≈ 52 arcsec) at TeV energies and can be resolved by the H.E.S.S. array.
In addition to this 1D spectral analysis, gammapy allows for a joint 3D Likelihood
spectral-morphological analysis with a one-dimensional spectral and 2-dimensional
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spatial model. This way, the spatial structure of the gamma-ray sources is considered
when fitting the spectral model. This gammapy 3D spectral-morphological analysis
approach has been validated for H.E.S.S. data in Mohrmann et al. (2019) and is used
in this analysis.

5.3.1 Run Selection

In its current state, ABRIR is designed for the large central H.E.S.S. telescope CT5
using FlashCam. Therefore, available observation runs are initially restricted to after
the time FlashCam was installed in 2019. An initial observation runlist in this H.E.S.S.
era is created for array pointings within a 2 deg region around the Crab position (RA
83.633 deg, DEC 22.014 deg (H.E.S.S. Collaboration et al., 2019)) resulting in 170 runs
(≈ 65 h) of data.

Observation runs are further down selected by established standard criteria that
impose quality cuts on the number of participating telescopes and environmental
parameters. These quality cuts were outlined in Aharonian et al. (2006) but have
undergone adjustments due to the new telescope hardware. The different quality cuts
are outlined below.

Telescope Participation
As implemented, the ABRIR method relies on data from all of CT1-5 to function.
Therefore, all telescopes are required to participate in a given run. The required
telescope participation is therefore set to five.

Telescope Trigger Rate
As shown in section 4.1.3 and section 4.2.3, atmospheric conditions significantly impact
the telescope trigger rates. The observation runs are selected for a maximal trigger rate
deviation of 5% relative to the mean telescope trigger rate and a maximal timestamp-
to-timestamp trigger rate variation of 30Hz.

Broken Pixels
To protect the cameras PMTs, their high voltage is turned off in the event of a bright
star or a satellite trail crossing the pixel (Aharonian et al., 2006). Further, pixels are
identified as broken when no signal is received. The maximum number of turned-off
pixels is set to 50, and the number of broken pixels must be less than 96 for each
telescope.

Telescope Tracking
The RMS of the telescope tracking must be within 5 arcsec for altitude and azimuth
and within 0.01 deg for RA and DEC.

Transparency Coefficient
To remove runs taken during bad atmospheric conditions, the derived transparency
coefficient (section 2.5.5) must lie between 0.8 and 1.2, corresponding to acceptable
weather conditions.

140



After these quality cuts, the available dataset is reduced to 89 observation runs with
≈ 41 h of data24. The list of used observation runs is shown in Table 21 (Appendix B).

5.3.2 3D Analysis

The event reconstruction is performed using ImPACT with event selection cuts shown
in Table 17. In addition to the reconstructed events, the 3D analysis requires a 3D

Amplitude [p.e.] θ2 [deg2] ζBDT Local distance [m]

200 0.36 0.80 0.525

Table 17: Event selection cuts for the presented analysis using ImPACT event recon-
struction. Values taken from Olivera-Nieto, 2022.

background model. To compare the ABRIR method to the existing BDT-only approach,
two background models were derived by Olivera-Nieto (2022). One background model
using the standard BDT-only approach, and a second model using the ABRIR method
for increased background rejection. This difference in the analysis is referred to as the
background case using either nonABRIR or ABRIR as the identifier.

The spatial sky-target region around the Crab is combined with the reconstructed
and true energy axis to form the target geometry. This target geometry contains the
following parameters:

• Target region (centered around the Crab): 5 deg × 5 deg.

• Spatial bin size: 0.02 deg.

• Reconstructed energy axis: 1TeV to 100TeV (10 bins/decade).

• True energy axis: 0.5TeV to 120TeV (49 bins/decade).

Following the example of Mohrmann et al. (2019), the background model is fitted to
each observation run individually using the Likelihood method to reduce the effect of
incorrect background map normalization. The resulting data is combined into a stacked
dataset. For the spectral-morphological fit, a spatial and spectral model must be defined.
As the Crab is an extended source, a 2D Gaussian model is used (GaussianSpatialModel).
For the spectral component, both a Power Law with Exponential Cutoff (ECPL) (see
Equation 76) and Logarithmic Parabola (LogPar) (see Equation 77) are considered.

ϕ(E)ECPL = ϕ0 ·
(
E

E0

)−α

exp(−(λE)α) (76)

ϕ(E)LogPar = ϕ0 ·
(
E

E0

)−α−β log
(

E
E0

)
(77)

With λ = 1/Ecut the inverse of the cutoff energy, and β the curvature for Equation 77.
For both spectral models α is the spectral index, ϕ0 the spectral norm, and E0 = 1TeV
the fixed reference energy.

24The Crab analysis presented in Aharonian et al. (2006) used 22 h of data but with tighter quality
selection criteria
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Each spectral-morphological model is fit to the reconstructed data by the 3D
Likelihood maximization method. The preferred spectral model is determined based
on the total Test Statistic (TS) difference of a chosen spectral model referred to as
∆TS-value. In this case, the ∆TS is an interpretable value that compares the hypothesis
that the spectral model describes the data to the alternative hypothesis without a model.
By definition, models resulting in a larger total ∆TS-value are preferred. The total
TS-values for both spectral models and two background cases are shown in Table 18.

ABRIR nonABRIR
Spectral model LogPar ECPL LogPar ECPL

Total ∆TS-value 35640.18 35636.87 32920.05 32917.35

Total significance (
√
TS) [σ] 188.79 188.78 181.44 181.43

Table 18: Total TS-value and significance for the LogPar and ECPL spectral model in
the ABRIR and nonABRIR case as produced by the 3D Likelihood fit.

In both background cases, the LogPar spectral model is slightly preferred and will be
used in the analysis. The fit parameters for the spectral and spatial model are provided
in Table 19.

Parameter Value
nonABRIR ABRIR

ϕ0 (3.93± 0.20) cm−2s−1TeV−1 (3.76± 0.21) cm−2s−1TeV−1

E0 1TeV 1TeV
α 2.41± 0.08 2.40± 0.09
β 0.145± 0.027 0.16± 0.03

Longitude (83.633± 0.001) deg (83.633± 0.001) deg
Latitude (22.024± 0.001) deg (22.024± 0.001) deg

Gaussian σ (0.011± 0.001) deg (0.011± 0.001) deg

Table 19: Fit results for the spectral and spatial model in the ABRIR and nonABRIR
background cases.

The spectral and spatial fit results of the ABRIR and nonABRIR background cases
agree within their respective 1σ statistical error interval and are consistent. In both
background cases, the determined position of the Crab is consistent with previous results
within the chosen spatial bin size (H.E.S.S Collaboration et al., 2019).
The significance for every 3D bin is calculated considering the fitted background and
spectro-morphological Crab model following Li and Ma (1983). For a good background
fit, the significance distribution of this excess is expected to resemble a Gaussian
distribution of the form

A · e−(x−µ)2/2σ2
, (78)

with amplitude A, position µ = 0 and standard deviation σ = 1 (Mohrmann et al.,
2019). The significance distribution of the excess for both background models is shown
in Figure 107 together with the best fit of Equation 78 and the ideal distribution.
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Figure 107: The target region’s significance distribution of the excess around the Crab
for the nonABRIR (a) and ABRIR (b) background model. The fitted spectral and
spatial source model has been taken into account. The best Gaussian fit and the ideal
distribution are shown.

The background fit and model are accurate as both the ABRIR and nonABRIR
excess significance distribution resemble the expected ideal distribution. The background
count ratio between the two background scenarios is calculated to validate that the
ABRIR method works as expected. This is done by determining the number of counts
per energy bin outside a 0.5 deg circular region around the Crab position. Considering
the ∼ 0.01 deg extension of the Crab, only background counts are expected outside this
region. The result can be seen in Figure 108. The gamma-ray efficiency is calculated
from the exposure and excess ratios between the two background scenarios separately
and shown in Figure 108b.

The energy range in the background ratio reference data taken from Olivera-Nieto
et al. (2022) is extended towards lower energies compared to the presented analysis.
Nonetheless, the calculated background ratio (see Figure 108a) replicates the behaviour
shown in Olivera-Nieto et al. (2022) within the statistical errors. The calculated gamma-
ray efficiency (see Figure 108b) is consistent with the expected 90% gamma-ray efficiency.
It is concluded that the ABRIR method works as intended.

Spectral flux points are calculated for the specified reconstructed energy axis with
upper limits calculated for the 95% (2σ) confidence level. As a reference, flux points
from the Fermi-LAT satellite experiment are shown at lower energies. The result and
the best fit LogPar spectral model are shown in Figure 109. Both spectral models
connect with the Fermi-LAT flux points at lower energies with residuals below 1σ for
the presented energy range. Comparing both background cases, two significant flux
points25 are lost in the ABRIR background case. This is quantified in Table 20, listing
the starting energy of each flux point energy bin with the corresponding TS-value and
number of counts inside the bin.

25Flux points are significant when they show a confidence level of at least 95% (2σ), corresponding
to a TS-value of four.
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Figure 108: Background ratio between ABRIR and nonABRIR (a) and gamma-ray
efficiency of ABRIR compared to the nonABRIR case (b). Results from Olivera-Nieto
et al. (2022) are shown for the background ratio. The gamma-ray efficiency is derived
from the exposure and the excess separately.
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Figure 109: Best fit LogPar spectral model of the Crab with calculated flux points.
Flux points of the Fermi-LAT experiment are provided by Unbehaun et al. (2023) and
shown as a reference.
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nonABRIR ABRIR
Emin [TeV] TS-value Counts TS-value Counts

1.26 5216.64 1960 4679.63 1354
1.58 7057.81 2255 6551.23 1615
1.99 5543.69 1773 5093.41 1139
2.51 5236.80 1575 4907.95 1022
3.16 4127.27 1156 3832.02 722
3.98 2543.88 685 2308.62 422
5.01 1999.48 514 1864.78 314
6.31 1421.99 370 1286.88 219
7.94 768.40 239 634.66 126
10.00 745.32 218 571.60 110
12.59 430.08 122 481.33 75
15.85 195.15 81 205.81 46
19.95 156.28 38 159.47 22
25.12 122.33 17 138.33 11
31.62 38.41 10 113.98 7
39.81 23.64 5 0.00 0
50.12 26.14 4 0.00 0
63.10 0.27 1 0.00 0
79.43 0.08 0 0.00 0

Table 20: Starting energy of the calculated flux point bins with corresponding TS-value
and number of counts in the bin for the nonABRIR and ABRIR background case.

Contrary to the initial expectation, the significance of the flux points below 10TeV
is reduced compared to the nonABRIR analysis. Whilst the significance is increased for
energies above 10TeV, two significant spectral flux bins are lost. The last significant
energy bin in the nonABRIR case is 50.12TeV and 31.62TeV for the ABRIR case.
As mentioned in section 5.2, ABRIR also rejects a significant fraction of gamma-like
signal events. As seen in Table 20, the energy bins above 32TeV contain less than six
events. These events are an admixture of gamma (signal) and background events. Due
to insufficient statistics, the exact background ratio between both background cases
at these energies shows a large spread (see Figure 108a). Together with the expected
gamma-efficiency of 90%, all remaining events may be rejected by the ABRIR method.
This, in turn, indicates that the current version of ABRIR may not be suited for analyses
relying on flux bins with low statistics.
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5.4 Summary and Outlook

This section presents a 3D spectral-morphological analysis in gammapy of the Crab
nebula with and without the ABRIR method for enhanced background rejection. The
analysis is performed on 89 observation runs that pass quality selection cuts based on
the telescope participation, trigger rate, broken pixels, telescope tracking and atmo-
spheric conditions. The background models with and without ABRIR are provided
by Olivera-Nieto (2022). The analysis for the ABRIR and nonABRIR scenario is
performed identically. The spatial component of the Crab is fitted with a 2D Gaussian,
and the spectral component with a ECPL and LogPar. The latter spectral model is
preferred based on the total ∆TS-value and used in further analysis. In both cases, the
excess distributions after the background fit are compatible with a normal distribution,
indicating a good fit. The background ratio between the ABRIR and nonABRIR case
is calculated based on the number of events outside a 0.5 deg radial region around the
Crab position and shows agreement with previously published results for ABRIR. The
gamma-ray efficiency is calculated with two methods: from the excess and the exposure.
Both approaches replicate the expected ≈ 90% gamma-ray efficiency of the ABRIR
method.

The derived spectra with and without the ABRIR agree within their respective
statistical errors and connect with spectral flux points of the Fermi-LAT experiment.
Further, spectral flux points are calculated with upper limits for the 2σ confidence
interval. Here, the flux points of the ABRIR scenario show two fewer significant flux
points than the nonABRIR scenario with reduced significance for energy bins below
10TeV. Above 10TeV, the flux point significances increase consistently with the ris-
ing background rejection power. For flux bins with only a few counts, the enhanced
background rejection power and reduced gamma efficiency can result in the rejection
of most remaining events. ABRIR, as currently implemented, rejects all events that
show significant residual image clusters after the primary shower is masked. This can
be caused not only by a hadronic muon signal but also by large NSB rates and the
muon signal of high-energy gamma-ray events. In the case of the Crab, the usage of the
ABRIR method shows no improvement in the number of derived significant spectral flux
points and the spectral model in the case of the presented 3D spectral-morphological
analysis. It reduces the number of significant energy bins with the last significant bin
for the ABRIR case at 31.62TeV compared to 50.12TeV for the nonABRIR case.

Improvements to the classification of the muonic component in the masked camera
image could mitigate this issue as fewer gamma-ray events are rejected. As implemented,
the ABRIR framework is expandable with additional criteria to further improve the
background rejection power and reduce the fraction of misclassified shower images. As
NSB pixel clusters constitute a significant contribution to the fraction of misclassified
gamma-ray events, such extensions might include cuts on camera images of more than
a single large-mirror-diameter telescope. As such NSB pixel clusters arise at random
in a telescope camera, additional telescopes could be used as a veto before a potential
gamma-ray event is rejected. This could be a suitable solution for CTA, which is planned
to feature multiple large-mirror-diameter telescopes.
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Furthermore, the ImPACT templates used for CT1-5 were created based on H.E.S.S.
simulations performed before the presented MC validation effort (section 4). This effort
resulted in a better match between the simulated and observed telescope responses for
all telescopes. Spectra produced for the Crab matched between CT1-4 and CT5 for the
first time since FlashCam was installed. This improved simulation will result in more
accurate ImPACT templates and improve the predictions of the CT5 response based on
the CT1-4 ImPACT parameters.
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Acronyms

ABRIR Algorithm for Background Rejection using Image Residuals. , 137, 138, 139,
140, 141, 142, 143, 144, 145, 146

ADC Analogue to Digital Converter. 19, 30, 83, 98

AERONET Aerosol Robotic Network. 108, 109, 110, 111, 132

AGN Active Galactic Nuclei. 5

AMS-02 Alpha Magnetic Spectrometer. 8

AOD Atmospheric Optical Depth. 108

ARS Analogue Ring Samplers. 19

ASIC Application Specific Integrated Circuit. 29

BDT Boosted Decision Tree. , 136, 137, 141

CHEC-S Compact High Energy Camera with Silicon PMTs. 29, 37, 62, 65, 96, 97

CMB Cosmic Microwave Background. 2, 7

CoG Centre of Gravity. 25, 48, 54, 58, 96

CORSIKA Cosmic Ray Simulations for Kascade. , 31, 32, 33, 39, 65, 66, 67, 68, 69,
70, 75, 96, 97, 102, 115, 118, 129, 130, 137, 162

CT5TEA CTA-TARGET-5TEA version. 29, 30

CTA Cherenkov Telescope Array. 27, 28, 33

CTC CTA-TARGET-C version. 29

DC Davies-Cotton. 18, 28

DesertACT Desert Air Cherenkov Telescope. 35

DSA Diffusive Shock Acceleration. 2, 3, 4

ECPL Power Law with Exponential Cutoff. 141, 142, 146

EGS4 Electron Gamma Shower system 4. 32

Fermi-LAT Fermi Large Area Telescope. 8, 136, 143, 144

FoV Field of View. 18, 19, 24, 28, 59, 67, 112

GRBs Gamma Ray Bursts. 5

GSF Global Spline Fit. 121
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GZK Greisen–Zatsepin–Kuzmin. 2

H.E.S.S. High Energy Stereoscopic System. , 17, 136, 137, 138

HAWC High-Altitude Water Cherenkov Observatory. 35

HEGRA High Energy Gamma Ray Astronomy. 16, 33

IACT Imaging Air Cherenkov Telescope. , 21, 22, 32, 35, 139

IACTs Imaging Air Cherenkov Telescopes. 15, 16, 17, 27, 31

IC Inverse Compton. 7

ImPACT Image Pixel-wise fit for Atmospheric Cherenkov Telescopes. 137, 138, 141,
147

IRF Instrument Response Function. 100

ISM Interstellar Medium. 2, 4, 5, 7

KASCADE Karlsruhe Shower Core and Array Detector. 32

KN Klein-Nishina. 7

LogPar Logarithmic Parabola. 141, 142, 143, 144, 146

LSTs Large-Sized Telescopes. 27, 28

MC Monte Carlo. 31, 101, 132

MODTRAN Moderate resolution atmospheric Transmission software. 108

MSTs Medium-Sized Telescopes. 27, 28

NSB Night Sky Background. , 24, 34, 37, 38, 67, 80, 83, 112

p.e. Photo Electron. 62, 67, 118

PDE Photo Detection Efficiency. 43, 44, 63, 77, 109
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A Appendix A

A.1 Ray Tracing Overview
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Figure 110: Ray tracing overview plot for the H.E.S.S. CT2 telescope pointing towards
the zenith for incomming parallel light with an incidence angle of 0 deg to the telescopes
optical axis. The overview contains the normalized photon distributions on the primary
mirror (top left), camera lid (bottom left), pixel plane (bottom right), and the normalized
pixel amplitudes (top right).
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Figure 111: Ray tracing overview plot for the H.E.S.S. CT3 telescope pointing towards
the zenith for incomming parallel light with an incidence angle of 0 deg to the telescopes
optical axis. The overview contains the normalized photon distributions on the primary
mirror (top left), camera lid (bottom left), pixel plane (bottom right), and the normalized
pixel amplitudes (top right).
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Figure 112: Ray tracing overview plot for the H.E.S.S. CT4 telescope pointing towards
the zenith for incomming parallel light with an incidence angle of 0 deg to the telescopes
optical axis. The overview contains the normalized photon distributions on the primary
mirror (top left), camera lid (bottom left), pixel plane (bottom right), and the normalized
pixel amplitudes (top right).
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A.2 Optical PSF
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Figure 113: The elevation dependant 80% containment radius R80% of CT1-4 for the
simulation and the fit function made to the real values, with the relative deviation
between them.
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Figure 114: The elevation dependant 80% containment radius R80% of CT1-4 for the
telescope-dependant adjusted simulation and the fit function made to the real values,
with the relative deviation between them.
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A.3 Heavy nuclei correction factor
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Figure 115: Simulated energy-dependant trigger rate of CT1 for different primary CR
nuclei mass groups from 30GeV to 100TeV.
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Figure 116: Simulated energy-dependant trigger rate of CT2 for different primary CR
nuclei mass groups from 30GeV to 100TeV.

158



10 1 100 101 102

Kinetic energy [TeV]

10 2

10 1

100

101

Tr
ig

ge
r r

at
e 

R 
[H

z]

p
He
N*
Si*
Fe*

Figure 117: Simulated energy-dependant trigger rate of CT3 for different primary CR
nuclei mass groups from 30GeV to 100TeV.
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Figure 118: Simulated energy-dependant trigger rate of CT4 for different primary CR
nuclei mass groups from 30GeV to 100TeV.
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A.4 Mono Trigger Rates
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Figure 119: Zenith-dependant trigger rates of CT1-4 for observation and simulated runs,
with the relative deviation of the simulation to the observation data and the number
of observation runs in each zenith bin. Results for the original phase2d3 and the new
simulation configuration are shown in blue and orange, respectively. The mean relative
deviation between 10 deg to 50 deg to the observation runs is highlighted as the grey
dashed line. An expected systematic error band of ±10% is assigned to sim telarray
results (Bernlöhr, 2022a).
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Figure 120: Mean relative deviation between the simulated and observation trigger rates
between 10 deg to 50 deg zenith at different validation stages of the original phase2d3
simulation configuration for CT1-4. The stage identifiers are defined in Table 16. For
CT5 only stages up to E are shown as stage F did not contain changes to the CT5
configuration.
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A.5 Stereo Trigger Rates
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Figure 121: Zenith-dependant stereo participation trigger rates of CT1-4 for observation
and simulated runs, with the relative deviation of the simulation to the observation data
and the number of observation runs in each zenith bin. Simulations performed with
the new phase2d3 sim telarray configuration simulation. The mean relative deviation
between 10 deg to 50 deg to the observation runs is highlighted as the grey dashed
line. The systematic errors due to the choice of the high-energy interaction model in
CORSIKA and a realistic variation in muon efficiency of 5% are shown as error bands
in pink and green, respectively.
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B Appendix B

154848 154850 154851 154852 154853
154948 155964 155965 155967 156027
156028 156029 156030 156073 156074
156144 156145 156146 156147 156196
156202 156274 156425 156492 156493
156705 156847 157199 157200 157201
157288 157291 157321 157341 157342
157343 157374 157375 157376 157377
157396 157397 157398 157399 157441
157518 157519 157568 162473 162474
162501 162502 162528 162529 163044
163109 163110 163111 163138 163139
163140 163184 164094 164095 164096
164118 164119 164120 164121 164122
164164 164166 164167 164187 164211
164212 164213 164214 164215 164280
164281 164769 164770 164771 164995
165163 169895 169904 170205

Table 21: H.E.S.S. observation run numbers used in the presented Crab analysis. Shown
observation runs pass quality cut selection cuts provided in the text.
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”
Impact of aerosols

and adverse atmospheric conditions on the data quality for spectral analysis of
the H.E.S.S. telescopes“. In: Astroparticle Physics 54, pp. 25–32. issn: 0927-6505.
doi: https://doi.org/10.1016/j.astropartphys.2013.10.003. url: https:
//www.sciencedirect.com/science/article/pii/S0927650513001540.

Harris, Charles R., K. Jarrod Millman, Stéfan J. van der Walt, Ralf Gommers, et al.
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