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Abstract

Neutrinos are unique messengers, as they travel unimpeded over cosmological distances,
pointing back to their sources. As their production is tightly coupled to that of ultra-high
energy cosmic rays, they could help us to understand the ultra-high energy universe.
However, the expected neutrino flux at the highest energies is very low, and the detec-
tion of neutrinos is difficult due to their small cross section. Therefore, measuring the
neutrino flux requires large detection volumes of dense media. One such effort is the Ra-
dio Neutrino Observatory Greenland (RNO-G), which targets the detection of neutrinos
above PeV energies in the Greenlandic ice shield. When a neutrino interacts with a nu-
cleus in the ice, it induces particle cascades that produce radio emission via the Askaryan
effect. The attenuation length of glacial ice is 𝒪 (1 km) at radio frequencies which allows
for large, and sparsely instrumented detection volumes. The hybrid design, consisting
of antennas deep in the ice and shallow antennas just below the surface, also provides
sensitivity to cosmic ray air showers, which improves background rejection for in-ice
neutrino events.

The focus of this work is the precise estimation of air showers in RNO-G and the iden-
tification of atmospheric muons originating from air showers. For this purpose, the
surface signal chain of the shallow detector component and its diode trigger are char-
acterized. The digitizer board and trigger are tested for functionality and performance
prior to deployment. These studies are essential for understanding the measured sig-
nals and making robust event rate predictions. To obtain the number of detected cosmic
rays, a detailed Monte Carlo study is performed, which suggests that 5+5−2 air showers per
day and seven RNO-G stations are expected to be measured. The energy threshold is
around 1017 eV and depends strongly on the trigger threshold. The performance in air
shower detection has a direct impact on the identification of neutrinos, since ultra-high
energy muons from air showers are a relevant background for in-ice neutrino detection.
Their event rate is subject to large uncertainties due to the extrapolation of hadronic
interactions from accelerator energies to the highest energies and the uncertainty of the
measured composition of cosmic rays. For every muon, the detection of the correspond-
ing air shower can be used as a veto mechanism. A measurement of the atmospheric
muon flux above PeV energies would provide a handle on the forward charm produc-
tion in quantum chromodynamics.





Zusammenfassung

Neutrinos sind einzigartige Botenteilchen, da sie ungehindert kosmologische Distanzen
überwinden und ihre Richtung direkt auf den Ort ihre Entstehung verweist. Ihre Pro-
duktion ist eng an die von ultrahochenergetischer kosmischer Strahlung gekoppelt. So
können sie uns helfen das Universum bei ultrahohen Energien zu verstehen. Allerdings
ist der erwartete Neutrinofluss bei den höchsten Energien sehr gering, und ihr Nach-
weis ist aufgrund des geringen Wirkungsquerschnitts schwierig. Die Messung des Neu-
trinoflusses erfordert daher ein großes Detektorvolumen eines dichten Mediums. Das
Radio-Neutrino-Observatorium Grönland (RNO-G) ist ein Versuch, Neutrinos oberhalb
von PeV Energien imGrönländischen Eisschild zumessen. Wenn einNeutrinomit einem
Atmokern im Eis wechselwirkt, löst es Teilchenkaskaden aus, die durch den Askaryan-
Effekt Radioemissionen erzeugen. Die Dämpfungslänge von Gletschereis ist 𝒪 (1 km)
bei Radiofrequenzen und ermöglicht große und sparsam instrumentierte Detektionsvol-
umen. Das hybride Design, bestehend aus Antennen tief im Eis und Antennen knapp
unter der Oberfläche, bietet auch die Möglichkeit Luftschauer, ausgelöst von kosmischer
Strahlung, zu messen, und so die Hintergrundsignale für die Messung von Neutrinos im
Eis zu reduziert.

Der Schwerpunkt dieser Arbeit liegt auf der präzisen Vorhersage von Luftschauern und
ihrer Messung mit RNO-G sowie der Identifizierung von atmosphärischen Myonen, die
aus Luftschauern stammen. Dafür wird die Signalverarbeitung des Oberflächendetek-
tors von RNO-G sowie der Diodentrigger charakterisiert. Die Leiterplatte mit dem Dig-
italisierer sowie der Trigger werden vor ihrer Inbetriebnahme auf Funktion und Perfor-
mance getestet. Diese Untersuchungen sind unerlässlich, um die gemessenen Signale zu
verstehen und Vorhersagen der Ereignisrate zu erstellen. Um die Anzahl der Luftschauer
zu ermitteln, wird eine detaillierte Monte-Carlo-Studie durchgeführt, die zeigt, dass die
Messung von 5+5−2 Luftschauer pro Tag und sieben RNO-G Stationen erwartet werden
kann. Die Energieschwelle liegt bei 1017 eV und hängt stark von der Auslöseschwelle
des Triggers ab. Die Effizienz der Luftschauerdetektion wirkt sich direkt auf die Iden-
tifizierung von Neutrinoereignissen aus, da die ultrahochenergetische Myonen, einen
relevanten Hintergrund für eine Neutrino detektion im Eis darstellen. Ihre Ereignis-
rate ist aufgrund der Extrapolation der hadronischen Wechselwirkungen von Beschle-
unigerenergien bis zu den höchsten Energien und der unbekannten Zusammensetzung
der kosmischen Strahlungmit großenUnsicherheiten behaftet. Bei jedemMyon kann die
Detektion des entsprechenden Luftschauers als Veto-Mechanismus verwendet werden.
Eine Messung des atmosphärischen Myonenflusses oberhalb von PeV-Energien würde
Aufschluss über die Produktion von Hadronen mit Charm Quarks bei kleinen Winkeln
in der Quantenchromodynamik geben.
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Introduction 1
The study of cosmic rays and neutrinos is the study of nature at its most extreme. These
particles span the gap between seemingly disparate disciplines that make up astroparti-
cle physics: relativity and quantum mechanics. The first governs the large, describing
phenomena like the collapse of stars, the formation of galaxies, and the bending of space-
time. The latter describes the extremely small such as how two particles can annihilate
into purß0e energy and be gone forever.

Cosmic rays and neutrinos are produced in some of the most violent events in the uni-
verse, such as accretion to a black hole and large stellar explosions. After traveling in the
near-vacuum of space over millions of light years these particles might arrive at Earth.
In this way, cosmic rays and neutrinos live in both extremes, exhibiting properties of
both large-scale relativity and particle-sized quantum mechanics.

This thesis is about the detection of ultra-high energy (UHE) cosmic rays and neutrinos.
The challenge is that the flux of these particle rapidly falls with higher energies, resulting
in only a few cosmic rays per square kilometer per year and even fewer neutrinos. Cos-
mic rays are measured up to energies of 1020 eV, which is far beyond the energies which
are accessible by human made colliders, the Large Hadron Collider at CERN accelerates
protons only up 6.5 × 1012 eV [1]. These high energies make the question of the origin
for example of cosmic rays all the more intriguing. The interaction of UHE cosmic rays
with matter or with photons produces pions, whose decay results in a flux of UHE neu-
trinos. Neutrinos, being electrically neural and having a low cross section rarely interact
and can therefore travel unimpeded through the Universe. Once detected at Earth, they
point back to their source. However, these same properties also make them extremely
difficult to measure. Larger detection volumes than those currently instrumented are
needed.

One promising technique to detect UHE neutrinos is the measurement of the radio emis-
sion generated by neutrino induced particle cascades in ice. The Askaryan effect results
in a nanosecond radio pulse from cascades. Due to the kilometer scale attenuation length
of radio waves in ice, the antenna array can have a spacing of ∼1 km. This makes it feasi-
ble to cover large detection volumes at moderate cost. The Radio Neutrino Observatory
Greenland (RNO-G) is one effort to measure UHE neutrinos and shed light on the origin
of UHE cosmic rays. Using a hybrid design, consisting of antennas deep in the ice and
antennas just below the surface, RNO-G is also sensitive to cosmic ray air showers and
provides a possibility to study air showers and their remnants above and inside the ice,
which are a likely background to neutrino detection.

This work contributes to the detection of UHE neutrinos by characterizing and model-
ing the surface component of RNO-G with special emphasis on the cosmic ray trigger.
The expected cosmic ray rate is calculated and the background introduced by ultra-high
energy muons from the air shower particle cascades is studied and possible mitigation
strategies analyzed.

The following chapter (Chapter 2) is an introduction to ultra-high energy cosmic rays
and neutrinos and their common origin. The implications of neutrino fluxmeasurements
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above PeV energies are briefly discussed. The detection mechanism using the radio emis-
sion of the particle cascade in air and ice is explained in Chapter 3, followed by an in-
strument description of RNO-G (Chapter 4). In order to measure and robustly identify a
neutrino or cosmic ray, the detector itself must be characterized and able to perform as
designed, so extensive laboratory studies, characterizing the signal chain and the cosmic
ray trigger and testing the hardware prior to deployment were performed, all of which
is described in Chapter 5. Based on the hardware measurements, a detailed Monte Carlo
study predicting the number of cosmic rays in RNO-G is presented in Chapter 6. In Chap-
ter 7, the expected event rate of atmospheric muons at PeV energies originating from air
showers is estimated, as they can act as a background to a neutrino. Detecting the corre-
sponding air shower provides a veto on the muon and allows for a measurement of the
atmospheric muon flux above PeV energies.



Finding the sources of ultra-high energy cosmic
rays 2

The existence of cosmic rays has been known for more than a hundred years, beginning
with the balloon flights of Victor Hess in 1913. He observed an increase in the ionization
rate of the air with altitude, which he attributed to radiation entering the atmosphere
from outer Space [2]. Later studies in the 1930s, investigating the effect of the Earth’s
magnetic field on this radiation, found that the radiation is highly dominated by charged
(massive) particles [3]. This observation led to the term cosmic rays, and a new field of
research called astroparticle physics. Cosmic rays are measured up to energies of 1020 eV,
which is far beyond of energies which are accessible by human made colliders. These
high energies make the question of their origin all the more intriguing. Despite several
large-scale experiments and a variety of theories about their origin, the sources of cosmic
rays remain hard identify.

When cosmic rays are accelerated, they occasionally interact with matter or photon
fields at or near the source, resulting in a flux of high-energy neutrinos. Unlike cos-
mic rays, which are deflected by magnetic fields and interact with intervening matter
and radiation, neutrinos point back to their sources and can reach Earth from large dis-
tances. Their low interaction cross section allows them to even escape the acceleration
regions of high energy cosmic rays, making them an ideal messenger particle. However,
these same properties also make them extremely difficult to detect. To observe neutrinos
in the PeV-EeV energy range, larger detection volumes than those covered by current
experiments are required. The radio detection of particle cascades in ice is a promising
technique to instrument large volumes, due to the kilometer scale attenuation length of
radio waves in ice.

The first part of this chapter is an introduction to ultra-high energy cosmic rays, fo-
cusing on their sources. The second part discusses their relation to gamma rays and
neutrinos, followed by an introduction to high-energy neutrinos. The last part discusses
the prospects and implications of detecting a neutrino above PeV energies.

2.1 Ultra-high energy cosmic rays

Over the past 90 years our understanding of cosmic rays with energies > 1018 eV, called
ultra-high energy cosmic rays (UHECR), has improved significantly. Today we know
that high energy cosmic rays are strongly dominated by ionized nuclei with an energy
dependent composition [4]. At energies higher than 1014 eV cosmic rays are detected by
the cascades of secondary particles they initiate when entering the Earth’s atmospheres,
known as extensive air showers. In the following, the assumed acceleration mechanism
and the measured spectrum of cosmic rays are briefly explained. The features of the
spectrum are discussed in their relation to the composition and propagation effects.
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2.1.1 Acceleration mechanism and implications for possible sources

The existence of cosmic rays with energies up to 1 × 1020 eV suggests that there are hid-
den sources in the Universe that are very efficient accelerators. The generally accepted
acceleration mechanism for galactic cosmic rays is first-order Fermi acceleration within
astrophysical shocks [4]. In this scenario, material is ejected from a source and collides
with another medium at rest, creating a shock front. The diffusively propagating parti-
cles are accelerated through repeated crossing of the shock front, while being trapped
by magnetic fields. In each crossing, the particle gains an amount of energy ΔE, which
is proportional to its prior energy, and has the probability 𝑃esc to escape the acceleration
region. This cycle repeats until the particle diffuses out of the shock region and accelera-
tion stops. It can be shown (e.g. [4]) that such a process produces a power law spectrum
with a spectral index of 𝛾 with:

𝛾 ≈ 𝑃esc

Δ𝐸 + 1. (2.1)

For an ideal shock (in which the speed of the shock front is much faster than the speed
of sound in the medium) in interstellar gas 𝑃esc Δ𝐸 ≈ 1 predicting a spectral index 𝛾 ≈ 2,
which is close to what is needed to describe the observed cosmic ray spectrum. The
crucial component of this acceleration model is that the particles must be accelerated in
stages, and therefore must be contained within the magnetic region for some period of
time. This requirement is referred to as the Hillas criterion and states that particles can
remain in the accelerating region as long as their Larmor radius is smaller than the size
of the accelerator [5]. Thus, the maximum energy achievable, 𝐸max, in an acceleration
medium of radial size, 𝑅, and magnetic field strength 𝐵 can be estimated according to:

𝐸max ∼ 𝑍 ⋅ 𝐵 ⋅ 𝑅 (2.2)

With this first-order estimate some, astrophysical sources can be ruled out simply based
on the charge 𝑍 of the accelerated particle, the radial size 𝑅 and the magnetic field
strength 𝐵. In Figure 2.1, a Hillas diagram [5] is shown in which a number of possible
candidate sources are plotted in the B-R plane. The radius of the acceleration medium,
stated on the x-axis, is equal to the comoving size of the source times the Lorentz factor
of the flow Γ. In this plot, the solid diagonal lines show the values required to accelerate
protons (red) or iron nuclei (blue) to 1 × 1020 eV where the shock velocity of the outflow
is equal to the speed of light 𝑐. The dashed lines assume a slower shock velocity, e.g.
0.01 𝑐. Object classes below the lines do not satisfy the Hillas criterion. As shown by the
dashed diagonal lines, the required product of 𝐵 and 𝑅 is higher for slower shocks. Nor-
mal galaxies, supernovae (SNe) and Wolf-Rayet stars do not satisfy the Hillas criterion.
For the other source classes in the plot, the criterion is met, e.g. low-luminosity gamma-
ray bursts (LL GRB), high-luminosity GRBs (HL GRBs), tidal disruption events (TDE)
and the lobes, hotspots and knots of active galactic nuclei (AGN). The Hillas criterion is
a necessary but not sufficient condition for a given source class to produce cosmic rays
at the specified energy. The sources must also be capable of accelerating cosmic rays to
the necessary energy in the first place, and the timescale for this to occur must also be
shorter than the associated particle cooling timescale. Dedicated modelling of a given
object is used to determine whether this criterion can be met.
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Figure 2.1: Hillas diagram. Possible candidate sources are shown as the product of their characteristic size, 𝑅, and
magnetic field strength, 𝐵. The radius of the engine, stated on the x-axis, is equal to the comoving size of the source
times the Lorentz factor of the flow Γ. The solid diagonal lines show the values required to accelerate protons (red) or
iron nuclei (blue) to 1 × 1020 eV, where the possible outflows have a shock velocity 𝛽 equal to the speed of light 𝑐. The
dashed lines assume a shock velocity of 0.01 𝑐. References for the values of 𝐵 and 𝑅 are given in [6]. Fig. from Ref. [6].

2.1.2 Cosmic ray spectrum and arrival direction

At the highest energies, the cosmic ray flux is low and large detection volumes are re-
quired to measure the steeply falling flux. On Earth, cosmic rays are detectable by the
extensive air shower they initiate when entering the atmosphere. The energy spectrum
between 1013 eV to 1020 eV as measured by various air shower experiments is shown in
Figure 2.2. The cosmic ray flux decreases steadily which can be approximately described
by a power law 𝑑𝑁 𝑑𝐸 ∝ 𝐸−𝛾 with some breaks where the spectral index 𝛾 changes. To
improve the visibility of the changes in the spectrum, the flux is scaled by some power of
𝐸, here 2.6. The two most notable changes in spectral index are referred to as the knee
∼3 × 1015 eV and the ankle at ∼5 × 1018 eV (which is due to the shape of this spectrum
allegedly resembling a leg). It has been the convention to describe the spectrum as a set
of (broken) power laws[16, 21]:

𝑑𝑁
𝑑𝐸 ∝

⎧⎪⎪
⎨⎪⎪
⎩

𝐸−2.7, 𝐸 < 2 × 1015 eV
𝐸−3.3, 2 × 1015 eV < 5 × 1018 eV
𝐸−2.5, 5 × 1018 eV < 1.3 × 1019 eV
𝐸−3., 1.3 × 1019 eV < 4.6 × 1019 eV
𝐸−5.1, 𝐸 > 5 × 1019 eV

(2.3)

A suppression of the flux is observed around∼7×1019 eV. Measurements by the Telescope
Array (TA) and the Pierre Auger Observatory (PAO), the two largest cosmic ray detectors,
place this suppression at different energies, 71EeV and 46EeV, respectively. The spectra
measured by the two experiments are basically in agreement, except for a relative shift
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Figure 2.2:The all-particle cosmic ray spectrum as a function of E (energy-per-nucleus) from air showermeasurements
[7–19]. The flux is scaled by 𝐸2.6 to further exemplify the changes in slope. The knee can clearly be seen at ∼3×1015 eV
as well as the ankle at ∼5 × 1018 eV. The flux suppression has also been seen by three experiments in the range of
energies near the limit predicted by the GZK mechanism. Fig. from Ref. [20]

in energy scale at a level of 9% [21]. These features of the spectrum are likely related to
the origin of cosmic rays and the corresponding particle-acceleration and -propagation
mechanisms and will be discussion in Section 2.1.3 and Section 2.1.4.

The arrival directions of cosmic rays at Earth are close to isotropic. At lower energies,
this is to be expected due to the deflection of cosmic rays by magnetic fields, which
leads to a diffuse propagation. In this process, the information about the direction of
their sources is lost and cosmic rays arrive isotropic in the field of view. At ultra-high
energies, a proton from a nearby extragalactic source should be deflected by only a few
degrees, providing information about its origin. However, to date only large scale devi-
ations from isotropy have been found in the directions of UHECRs. The Pierre Auger
Observatory reported a large-scale, dipole-like anisotropy in the arrival directions of
UHECRs with energies above 𝐸 ≥ 4 EeV [22] and an anisotropy in the right ascension
of cosmic rays [23], while the Telescope Array discovered a clustering at energies above
57 EeV [24], called the TA hotspot. These results provide strong evidence for an extra-
galactic origin of cosmic rays at the highest energies, since the higher density of sources
in the galactic plane should lead to a clustering of cosmic ray directions.

The TA hotspot coincides with the location of the nearby starburst galaxy M82 [25].
Data from the Pierre Auger Observatory also suggest a significant contribution from
M82, as well as from the nearby radio galaxy Centaurus A [26]. Although they do not
have 5𝜎 significance, they further support an extragalactic origin of UHECRs. However,
the low level of anisotropies measured from these nearby objects suggests that UHECRs
do not predominantly originate from a few nearby sources, but from a larger number of
more distant sources. Several correlation studies between cosmic rays and catalogues
of potential source classes have been executed. But so far none of these have yielded
statistically significant results at the 5𝜎 level [27–30].
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2.1.3 The Knee(s)

The knee around 3 × 1015 eV is likely caused by the transition from galactic to extra
galactic cosmic rays. Applying the Hillas criterion in Eq. 2.2 on the galactic magnetic
field strength, cosmic rays should only be confined in our Galaxy up to some maximal
energy, 𝐸max ≃ 𝑍⋅ 3 × 1015 eV [31]. Beyond this energy the cosmic rays would leak out
and not be detected on Earth, directly creating a knee-like structure.

The primary source for galactic cosmic rays is assumed to be supernova remnants, which
provide ideal conditions for first order Fermi acceleration. Plus, they are the most abun-
dant galactic gamma ray sources, the Hillas criterion restricts their maximum cosmic
ray energy to around ∼1 × 1015 eV.
The Hillas criterion also implies that the end of the galactic component will be charge de-
pendent and hence the composition of the spectrum would change in a systematic way
through the knee region [32]. Measurements by KASCADE and its successor KASCADE-
Grande showed, that the knee-energy indeed corresponds to a sharp decrease in the
observed flux of light nuclei [33]. Later, KASCADE-Grande measured a second knee,
sometimes called the iron knee, at 8 × 1016 eV, where a distinct softening of the spectrum
for heavy elements was observed [34]. These two measurements indicate that the two
distinct knees in the all-particle spectrum are due to changes in the spectra of individual
elements. Furthermore, the ordering of these knees for the different mass groups pro-
vides validation for the charge-dependent interpretation of the spectrum in the knee to
ankle energy range.

2.1.4 The Ankle and suppression

Studying the distribution of the cosmic ray arrival directions at the highest energies
indicate an extra-galactic origin for cosmic rays with energies beyond the the ankle
around ∼5 × 1018 eV [35, 36].

The extra-galactic origin implies that cosmic rays travel large distances between their
sources and Earth, making propagation effects particularly relevant. The primary inter-
action target for UHECRs during propagation is assumed to be the cosmic microwave
background (CMB).

As shown in Figure 2.3, pair production is major source of energy loss for UHECRs in
the energy up to 2 × 1018 eV. At higher energies hadronic interactions become dominant,
and pions are produced via the delta resonance:

proton + 𝛾CMB ⟶ Δ+ ⟶ neutron + 𝜋+ (2.4)

proton + 𝛾CMB ⟶ Δ+ ⟶ proton + 𝜋 0 (2.5)

The charged pion decays shortly thereafter, producing at least one neutrino, giving rise to
the so-called cosmogenic neutrino flux (see Section 2.2.4). The proton threshold energy
for this interaction with a CMB-photon in its rest frame is 𝐸𝑝 ≈ 7 × 1019 eV [4]. Thus,
protons with energies above this would be strongly suppressed. This suppression is also
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.
Figure 2.3: Energy loss length for protons in the CMB at redshift z=0. Given are the total energy loss length and the
contributions from 𝑒+𝑒− (Bethe–Heitler) pair production, hadronic production of pions, and expansion of the universe
(𝐻0 = 70 km/s/Mpc). In addition the decay length of neutrons is shown. Fig. from Ref. [4]

referred to as the GZK-suppression, named after Greisen [37], Zatsepin, and Kuzmin [38],
who independently predicted the suppression after the discovery of the CMB.

For heavier nuclei, the interaction with the CMB via photo-disintegration is the most
prominent interaction at higher energies. By absorbing a photon, the nucleus transitions
into an excited state and decays during deexcitation into a daughter nucleus and at least
one other nucleus/nucleon. Since no neutrinos are produced in this interaction, the mass
composition of UHECRs (at their source) has a great impact on the expected cosmogenic
neutrino flux, which results from the propagation of cosmic rays [39]. Due to the effect
of both interactions, the maximum distance, i.e., horizon, from which cosmic rays at
the highest energies can reach us is limited. This is commonly referred to as the GZK-
horizon and has a radius of ∼75Mpc to 150Mpc depending on the particle mass [4].

As the suppression mechanism is commonly agreed on, the origin of the ankle has not
yet been resolved. In order to explain the ankle as a transition between a galactic and
extragalactic dominated spectrum, a second galactic cosmic ray “population” to bridge
the gap between the 2nd knee, which is commonly interpreted as the cut-off of an iron
component accelerated in the shock front of supernova remnants (SNR), and the ankle
is needed. However, an anisotropy in the arrival direction of cosmic rays with energies
below the Ankle (assuming a significant proton fraction) is not observed, and the absence
would be difficult to explain.

Given the current cosmic ray measurements, it is extremely unlikely that one single
source or process can provide a full characterization at all energies. Instead, a full de-
scription of > 1 PeV cosmic rays must involve a combination of multiple processes and/or
multiple sources.
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2.2 A multi-messenger approach

One of the major challenges in identifying the sources of UHECRs is their deflection by
the poorly known magnetic fields. As cosmic rays occasionally interact with matter or
photon fields at or near the source (see Section 2.1), they create secondary particles, most
of which are pions. The charged pions decay into muons and electrons, along with the
corresponding neutrinos and antineutrinos:

𝜋± ⟶ 𝜇± + (—)𝜈𝜇 (2.6)

𝜇± ⟶ 𝑒± + (—)𝜈𝜇 +
(—)𝜈 𝑒 . (2.7)

Neutral pions predominantly decay into gamma photons:

𝜋 0 ⟶ 𝛾 + 𝛾. (2.8)

These processes imply a connection between cosmic rays, high-energy neutrinos, and
gamma rays. In the following, the properties of gamma rays and neutrinos as messenger
particles in connection with ultra high energy cosmic rays are briefly described.

2.2.1 Gamma rays

Gamma rays are photons of non-thermal emission, they usually result from particle ac-
celeration and have energies between 2 × 105 eV to 2 × 108 eV. They have been observed
from a large number of astrophysical objects, providing strong evidence for particle ac-
celeration. However, they do not necessarily prove the acceleration of hadronic cosmic
rays, as they can also originate from purely leptonic processes. Inverse Compton scatter-
ing increases the energy of a photon as high-energy electrons scatter off and transfer
energy:

𝑒− + 𝛾 ⟶ 𝑒−𝛾 ′. (2.9)

In general, extensive leptonic gamma ray emission can be produced in astrophysical ob-
jects through the synchrotron self-Comptonmechanism. In this case, an accelerated pop-
ulation of electrons generate photons through synchrotron emission, and this same elec-
tron population then scatters these photons to higher energies via the inverse Compton
effect [40]. This process results in a characteristic energy spectrum, with a synchrotron
peak at keV-MeV and a Compton peak at TeV energies, which has been observed at a
number of gamma ray sources [41–43].

Gamma rays also have some limitations as messengers for astronomy. Above ∼1012 eV,
gamma rays are increasingly likely to interact with photons from the Extragalactic Back-
ground Light (EBL) and the Cosmic Microwave Background. These interactions produce
electron-positron pairs, dissipating the photon energy and effectively making the Uni-
verse opaque to high-energy gamma rays [44, 45]. Therefore, gamma ray astronomy is
limited either to sub-TeV energies or to sources within the pair production interaction
length, which is around 300Mpc at 1TeV [40]. Thus, high-energy gamma rays from the
distant sources one expect for UHECRs are most likely invisible to us.
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2.2.2 High energy neutrinos

Neutrinos have a small interaction cross section, which allows them to travel almost
undisturbed over cosmic distances, but makes their detection considerably more diffi-
cult. They are also neutral and therefore not deflected by magnetic fields. High energy
neutrinos can only be produced in hadronic processes (e.g. 𝜋± decay), making them the
smoking gun for the acceleration of hadronic cosmic rays [40].

The hadronic production process through pions suggests a ratio of 1:2:0 between the
three neutrino flavors 𝜈𝑒:𝜈𝜇:𝜈𝜏 at the source as long as the pion decay is not muon-
damped [46]. Over the large distance to Earth mass-induced flavor oscillations changes
the ratio to 1:1:1. The flavor ratio measured by the IceCube experiment is consistent
with this prediction, although the uncertainties are still rather large [47, 48].

Neutrinos which are produced by photo-production during propagation of UHECRs are
called cosmogenic neutrinos, while astrophysical neutrinos are produced by other mech-
anisms or close to sources.

2.2.3 Astrophysical Neutrinos

The existence of an astrophysical neutrino flux was first established in 2013 by the Ice-
Cube Neutrino Observatory, a cubic-kilometer detector located at the geographic South
Pole [49, 50]. The experiment measured neutrinos between a few TeV and a few PeV,
which originated from astrophysical sources.

Recently, the IceCube collaboration presented a combined fit of the astrophysical dif-
fuse neutrino flux measurements using different detection channels [51]. So far, the
astrophysical neutrino flux has been well-described by an unbroken single power law.
The new analysis reports a spectral index of 𝛾 = 2.52±0.04 in the energy range of 2.5TeV
to 6.3 PeV for a single power law, which is close to that of cosmic rays. However, this
analysis also finds, that a curvature or a spectral break in the astrophysical neutrino
flux, better describes the data. The broken power low fit includes the energy range from
13.7TeV to 4.7 PeV, with the break at 4.39GeV. At lower energies, the spectral index
is harder compared to a single power law (𝛾1 = 1.31+0.50−1.21) and has a softening at higher
energies (𝛾2 = 2.74+0.06−0.07) [51].

With a few exceptions, e.g. the Galactic plane, most of the observed astrophysical flux
exhibits no significant preference for one direction over another and is approximately
isotropic. This suggests that most of the contribution comes from a combination of
sources distributed across cosmological scales.

In 2023, IceCube presented the first evidence of high-energy neutrino emission from the
Milky Way Galaxy [52, 53]. The result is consistent with diffuse emission of neutrinos
from the Milky Way but could also arise from a population of unresolved point sources.
The

ANTARES, a Cherenkov detector in the Mediterranean Sea operating until recently,
nears the sensitivity to the IceCube diffuse neutrino flux. The collaboration reported
a hint for a TeV neutrino emission from the Galactic Ridge [54].
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The first identified extra-galactic neutrino source associatedwith a high-energy neutrino
event was the blazar TXS 0506+056 [55]. On September 22, 2017, the IceCube Collabo-
ration detected a high-energy muon neutrino with a 56.5% probability of astrophysical
origin. This event coincided in direction and time with enhanced gamma-ray activity of
the BL Lac object TXS 0506+056 observed by the Fermi Large Area Telescope (LAT) and
later also by theMajor Atmospheric Gamma ImagingCherenkov (MAGIC) telescope [56].
The significance of the association was estimated to be 3𝜎 , indicating that TXS 0506+056
is a potential cosmic ray source. In addition, archival data showed a neutrino flare from
the same blazar in 2014-2015 at a significance of 3.5𝜎 [57], but puzzlingly this was not
accompanied by an increase in gamma-ray emission.

More recently, on November 4th, 2022, IceCube provided the first compelling evidence
for a steady point source of high-energy neutrinos (4.2𝜎 ) [58]. The result is interpreted
as direct evidence for TeV neutrino emission from the Seyfert II galaxy NGC 1068. The
evidence of neutrino emission from NGC 1068 suggests that active galactic nuclei could
make a substantial contribution to the diffuse neutrino flux.

However, in their respective energy ranges the sources NGC 1068 and TXS 0506+056
contribute no more than 1% to the overall diffuse flux of astrophysical neutrinos [58],
leaving room for other neutrino sources.

Three new large optical Cherenkov detectors are under construction, KM3NeT [59, 60]
P-ONE [61], and Baikal-GVD [62], which will improve the sensitivity to TeV–PeV neu-
trinos.

2.2.4 Cosmogenic neutrinos

Cosmogenic neutrinos are created when ultra-high energy cosmic rays propagate
through space and interact with photon fields, such as the Cosmic Microwave Back-
ground (CMB) and the Extragalactic background light (EBL). The cosmic rays interact
via by pair-production, photo-pion production and photo-disintegration, see Section
2.1.4. Since protons contain the most energy per nucleon, protons are the most likely
type of cosmic rays to produce UHE neutrinos.

At a proton energy of ∼5 × 1019 eV, the GZK effect is predicted to suppress the UHECR
flux [37, 38]. The protons interact with CMB photons, efficiently producing charged
pions via the delta resonance, which decay into neutrinos as shown in Eq. 2.6 and
Eq. 2.7 [63]. One half of the energy that UHECR protons lose in this interactions ends
up in neutrinos, which is typically 5% of the primary cosmic ray energy [63]. Heavier
nuclei produce lower energy neutrinos due to the lower energy of their constituent nu-
cleons. Detecting the UHE neutrinos produced by the GZK effect, or constraining their
flux, would therefore allow to draw conclusions about the composition of the cosmic
rays spectrum.

At lower proton energies, the extragalactic background light can also serve as a scatter-
ing target. This produces neutrinos mainly in the PeV range and is a secondary effect at
EeV energies [64].

In addition to the cosmic-ray composition, the flux depends strongly on the cosmic-ray
spectrum at acceleration, the cosmological evolution of the cosmic-ray sources, and the
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energy of the Galactic-extragalactic transition, which in turn make cosmogenic neutri-
nos a valuable messenger. Up to date, no cosmogenic neutrino has been measured. The
most constraining limits on UHE neutrinos come from IceCube [65], the Auger Observa-
tory [66] and ANITA [67]. Also RICE [68, 69], ARA [70] and ARIANNA [71] published
limits on the neutrino flux.

The predictions for the cosmogenic neutrinos flux are tuned to these measurements [72],
which explains why no detection is expected from the current neutrino flux prediction.

The prospect and implications for the measurement of EeV neutrinos will follow in the
next section.

2.3 Prospects for ultra-high energy neutrinos

The measured neutrino flux together with the diffuse fluxes for gamma rays and cosmic
rays is shown Figure 2.4. The similar energy density of the three spectra suggesting
a common origin, although each occurs in its own energy regime. The prediction for
astrophysical neutrinos from different sources are shown in dark red. Predictions for
cosmogenic neutrinos based on cosmic rays measurements are shown in dark yellow.
The Figure also shows the gap in observations of UHE neutrinos beyond the energies
reachable by IceCube.

The predictions for the cosmogenic neutrino flux vary by several orders of magnitude
depending on the model assumptions. A lighter composition, especially one with a large
proton fraction at the highest energies, generally leads to a higher cosmogenic neutrino
flux (e.g. the predication based on the measured TA spectrum) because the nucleons
of heavier nucleus get only a part of the energy and therefore produce lower energy
neutrinos. The non-detection of cosmogenic neutrinos would allow to constrain the
proton fraction at highest energy cosmic rays, because UHECR are known to exist [72].

The fraction of protons at the highest energies has implications for correlation studies
between cosmic ray directions and source catalogues, since a stronger deflection by mag-
netic fields must be assumed. This in turn could confirm or exclude models that predict
a substantial high energy proton fraction [79].

Interestingly, the evolution of UHECR source can be related to UHE neutrinos [72].
While UHECR are limited to the GZK horizon and gamma rays at are attenuated through
photo-pairproduction with the EBL, neutrinos can travel almost infinitely far at any en-
ergy. Therefore, neutrinos are the only particles that can reach us from sources at high
redshift. This also implies, that source classes, that are more common at higher red-
shifts, such as gamma ray bursts [80] or AGNs [81], should lead to a higher cosmogenic
neutrino flux than sources that tend to be closer, such as TDEs [82, 83].

The previous considerations show that neutrino flux measurements can be used to con-
strain the properties of the cosmic ray flux, in particular the cosmic ray composition, its
energy spectrum, and its source distribution. In addition, the parameters of the source
environments and of hadronic interaction models at the highest energies can be con-
strained [84].
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Figure 2.4: Amulti-messenger view of the high-energy universe. Shown are the 𝛾 -ray measurements from Fermi [73],
the IceCube neutrino measurements and the differential limit on the cosmic neutrino flux [74–76], as well as the
spectrum of ultra-high energy cosmic rays as reported by the Pierre Auger Observatory [77]. Between 1014 eV and
1020 eV models are shown, predicted neutrinos from sources (in light red) and those from the interaction of the ultra-
high energy cosmic rays with various photon backgrounds (in dark yellow). Fig. from Ref. [78].

Measuring the neutrino-nucleon cross section at ultra-high neutrino energies offers
novel insight into the deep structure of protons and neutrons, and sensitivity to po-
tentially transformative new physics [85]. Since the UHE neutrino flux depends on the
interaction cross section these measurements should be combined [86].

The measured flavour composition of neutrinos can be used to get insight into the neu-
trino production mechanism, e.g. pion decay, muon-damped pion decay, and neutron
decay [46, 87]. They also open the possibility of testing extreme deviations in the flavor
composition due to new neutrino physics acting at ultra-high energies [88].

The optical detection in ice and water needs denser spacing of optical modules due to
the scattering and absorption length of Cherenkov light [89] of 𝒪 (100m), which makes it
unfeasible to instrument the large volumes necessary for a detection of UHE neutrinos.
A promising technique to fill this gap and actually observe UHE neutrinos [90] is the
detection of radio signals from particle showers in glacial ice. The large attenuation
length at radio frequencies allows for a sparsely instrumentationwith a spacing of∼1 km.
The method of radio detection will be detailed in the following chapters.

In Figure 2.5 the sensitivity for several radio experiments is shown. The Radio Observa-
tory Greenland (RNO-G), which is part of this work, is planned to be the first deployed
radio detector with sensitivities beyond the energy scale detected by IceCube. Models
for cosmogenic neutrinos assuming a significant proton fraction in UHECR will either
be conclusively ruled out or lead to the detection of neutrinos above PeV energies. The
detection mechanism will be explained in Chapter 3.
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Figure 2.5: The ten year expected differential 90% CL sensitivity at trigger level for zero background of the simulated
radio array to a diffuse neutrino flux is shown as dashed line. Solid lines show the astrophysical neutrino fluxmeasured
by IceCube [74] and experimental upper limits at higher energies. The expected sensitivities of ARA (for 2023), of RNO-
G currently under construction and the proposed GRAND10k array (both for ten years) are also shown, as well as
different predictions of the GZK neutrino flux based on UHECR data[72, 91]. Fig. from Ref. [92]
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The detection of cosmic rays, muons and neutrinos with radio signals is possible, if
the particle induces a particle cascade. The electromagnetic component of the cascade
then creates radio emission while propagating through a medium. Cosmic rays usually
interact in the Earth’s atmosphere and induce cascades which are referred to as extensive
air showers. Neutrinos have a very low cross section, therefore dense media such as ice
increase the chance for an interaction and a subsequent shower. Atmospheric muons
which are created in an air shower can also induce a particle cascade both, in the air and
in the ice.

Currently several radio-based air shower detectors like AERA (Auger Engineering Ra-
dio Array) [93], LOFAR (LOw Frequency ARray) [94] and Tunka-Rex (Tunka Radio Ex-
tension)[95], as well as radio-based neutrino detectors like ARIANNA (Antarctic Ross
Ice Shelf Antenna Neutrino Array) [96], ARA (Askaryan Radio Array) [97] and RNO-G
(Radio Neutrino Observatory Greenland) [78] are operational and are taking data.

3.1 Particle cascades

To extract information about the initial particle from the measured radio signal, the
evolving particle cascade responsible for the radio emission has to be understood. The
development of a radio-emitting particle shower in air induced by a cosmic ray is very
similar to a neutrino- or muon-induced in-ice shower. While air showers are much
more extensive with length scales of kilometers, particle cascades in dense media de-
velop within meters [98]. Both types of showers propagate through their respective
mediums at speeds close to the speed of light.

3.1.1 Cosmic ray induced air showers

The incoming cosmic ray interacts with an nucleus of an atom in the upper atmosphere.
This interaction predominantly produces pions and other hadrons, such as kaons, pro-
tons, and neutrons, see Figure 3.1. Due to distinct decay channels of neutral and charged
pions, air showers develop in two components: the electromagnetic and the hadronic com-
ponent.

Neutral pions primarily decay via the electromagnetic interaction into two photons

𝜋 0 ⟶ 𝛾 + 𝛾, (3.1)

with a branching fraction of 98.82% [99]. In air shower, neutral pions rather decay than
interact, due to their short decay length, ℓdecay = 𝜏0 ⋅ 𝑐 ⋅ 𝛾𝐿 = 25nm, where 𝜏0 is the
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Figure 3.1: Simplified sketch of an air shower. Real air showers contain more particle types than illustrated. Shown
are different processes that lead to the electromagnetic component (blue backed), the hadronic component (violet),
and the muonic component (green). Radio detectors detect emission only from the electromagnetic cascade.

lifetime and 𝛾𝐿 is the Lorentz factor. The photons produced in the decay interact solely
electromagnetically, predominantly undergoing electron pair production

𝛾 ⟶ 𝑒− + 𝑒. (3.2)

Electrons in turn are also most likely to interact electromagnetically, e.g. producing
photons by bremsstrahlung

𝑒± ⟶ 𝑒± + 𝛾 . (3.3)

Together electrons, positrons and photons constitute the electromagnetic component of
the shower. The cascade is sustained as particles continue interacting, on average after
one radiation length. The shower development ceases when the individual particle en-
ergy of 𝑒± and 𝛾 falls below the critical energy, and the inelastic interaction cross-section
drops to zero. The critical energy represents the energy at which losses by ionization
equal losses by radiation∗ [101]. The critical energy can be expressed as

𝐸c ≈ 𝑎
𝑍 + 𝑏 , (3.4)

where 𝑎 is the energy loss due to ionization, 𝑏 is the contribution from bremsstrahlung,
and 𝑍 is the atomic number of the medium. For electrons in air, 𝐸air

c ≊ 84MeV [101].
Particles below the critical energy will continue to propagate until reaching the ground,
but due to their low energy, they are likely to be captured by atmospheric molecules.
Therefore, only a small fraction of the electromagnetic component reaches the ground.

The charged pions and the remaining protons, neutrons and other hadrons fuel the
hadronic component of the shower. Charged pions decay via theweak interaction, mostly

∗ Rossi and Greisen [100] use a different definition of the critical energy.
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into a muon and a muon neutrino:

𝜋± ⟶ 𝜇± + (—)𝜈𝜇 . (3.5)

As it is a weak decay, their decay length in the rest frame is long, ℓdecay = 𝜏0 ⋅ 𝑐 ⋅ 𝛾𝐿 = 7.8m.
High-energy charged pions continue to interact with nuclei in the atmosphere, creat-
ing more pions and expanding the shower. In contrast to the electromagnetic cascade,
hadrons interact via the strong force. Due to the strong force’s short range, interactions
are less frequent, allowing hadrons to penetrate the atmosphere unhindered over several
interaction lengths. The muon can later decay into an electron and its corresponding
neutrino:

𝜇± ⟶ 𝑒± + (—)𝜈𝜇 +
(—)𝜈 𝑒 . (3.6)

The decay time of a muon is usually longer than the time it takes for the muon to reach
the ground. Depending on their energy the muons will eventually be stopped some-
where underground. Neutrinos will neither interact nor decay and propagate through
the Earth, unless of extremely high energy.

Air showers are formed from many subsequent interactions. With the exception of the
first few, individual interactions do not matter much and fluctuations introduced by
single interactions are averaged out quickly. A simple model for describing the electro-
magnetic cascade was first developed in 1936 by Heitler [102] and was later extended by
Matthews for extensive air showers, incorporating the hadronic cascade as well [103].
The model assumes that only pions are produced. At each step in the cascade, the energy
is shared equally among these pions, so that the charged pions carry 2/3 of the energy.
Following this assumption the energy for a charged pion after 𝑛 interaction is then:

𝐸𝜋 = 𝐸0
( 32𝑁ch)𝑛

(3.7)

with 𝐸0 being the primary energy and 𝑁ch the multiplicity of charged particles.

This model proves instrumental in understanding the shower development and compute
shower properties, such as the depth where the shower contains the largest electronmul-
tiplicity, called shower maximum, along with the associated energy and particle count.

The shower maximum of a proton-induced shower is expressed by Matthews [103] as:

𝑋 proton
max = 𝑋0 + 𝜆r ln

𝐸0
3𝑁ch𝐸e

c
(3.8)

Where 𝑋0 = 𝜆int ln 2 is the atmospheric depth at which the first interaction occurs, 𝜆int
is the interaction length of the primary proton. 𝜆r indicates the radiation length and 𝐸e

c
the critical energy of an electron.

Heavier primary particles can be effectively modelled as a superposition of proton show-
ers. In the shower development the primary energy 𝐸0 is distributed to the sub-showers
with 𝐸0/𝐴, where 𝐴 is the mass of the nucleus (e.g. the nucleon number). The maximum
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Figure 3.2: Energy flow in extensive air shower as obtained by CORSIKA shower simulations for an individual 1019 eV
primary proton event. The energy fractions stored in hadrons, electromagnetic particles, muons, and neutrinos are
shown. The difference between their sum to the initial energy indicates the total amount of energy already released
into the air (shaded area). The red line is the cascade profile 𝑁(𝑋), where 𝑋max indicates the maximum number of
shower electrons and positrons. Figure adapted from Ref. [104].

can be written as:
𝑋𝐴

max = 𝑋0 + 𝜆r ln
𝐸0

3𝑁ch𝐸e
c𝐴

(3.9)

or simplified as:

𝑋𝐴
max ∼ 𝜆int + 𝜆r ln

𝐸0
𝐴 . (3.10)

This relation shows that the shower maximum is reached earlier for heavier nuclei,
because their interaction length is shorter (e.g. 𝜆proton

int ≈ 70 − 90 g/cm2 and 𝜆iron
int ≈

15 − 20 g/cm2 [101]). This makes it possible to distinguish between lighter and heav-
ier primary particles.

In Figure 3.2 the longitudinal development of an air shower is illustrated. At the be-
ginning, the hadronic cascade develops. From its products the electromagnetic cascade
starts and continues to be fed in the subsequent shower process. A significant energy
fraction is transferred to the electromagnetic component in each step, consequently the
energy left in the hadrons decreases exponentially. The energy fraction of muons and
neutrinos is almost negligible (∼ 5%), as can be seen only at later stages of the shower
development. Most of the initial energy is deposited into the atmosphere. Themaximum
of energy stored in electromagnetic particles (dashed line) is reached before the shower
maximum (red line). This difference is due to the fact that at an early cascade stage, a
large energy fraction is deposited in only a few high-energy particles. The high-energy
particles then create new particles, to which the energy is transferred.

The Heitler-Matthew model serves to build qualitative understanding of extensive air
shower development. For the ”real work” e.g. quantitative predication, Monte Carlo
simulations are used. Unlike simplified models, Monte Carlo calculations are based on
stochastic processes that rely on the interaction cross section of individual particles. In
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Figure 3.3: A neutrino 𝜈ℓ interacting with a nucleus 𝑁 . Left: Neutral current (nc) interaction mediated by a 𝑍 boson,
emitting a neutrino and a hadronic shower, indicated by three red lines. Right: Charged current (cc) interaction, crating
a lepton ℓ and a hadronic shower (indicated by three red lines).

order to reproduce complete air showers in space and time, the algorithms include all rel-
evant processes such as particle propagation, interaction and/or decay. A realistic model
of the medium, magnetic fields and an interface for detector simulations are included in
software such as CORSIKA [105]. The cross sections used are measurements from accel-
erators that come as close as possible to a realistic cascade development. Cross sections
at the highest energies are currently missing and must be extrapolated, adding another
degree of uncertainty. The Monte Carlo simulations of this work are described in detail
in Section 6.1.

3.1.2 Neutrino and muon induced showers

The development of a neutrino initiated shower in ice is conceptually similar to the pre-
viously discussed air showers. A neutrino interacts with a nucleon of the ice molecules
and induces a particle cascade. At these energies, the most likely interaction channel
is neutrino-nucleon deep inelastic scattering, where the nucleon is broken up as the
neutrino scatters off the constituents of a proton or neutron.

The neutrino interactions are distinguished in neutral current (nc) interactions, where
a 𝑍 0 boson is exchanged, and charged current (cc) interactions mediated by 𝑊 ± bosons,
see Figure 3.3. In a nc interaction the lepton flavor does not change, meaning a neu-
trino emerges from the scattering. Therefore, all neutrino flavors (𝜈𝑒 , 𝜈𝜇 , 𝜈𝜏 ) create only
a hadronic particle cascade. In a cc interaction a lepton of the corresponding neutrino
flavor is created. The outgoing lepton of a cc interaction can produce additional show-
ers. In case of an initial 𝜈𝑒 , two showers are produced almost immediately: one hadronic
and one electromagnetic, which is induced by the resulting electron. The same is true
for a ̄𝜈𝑒 and the resulting positron. At high energies, the Landau–Pomeranchuk–Migdal
(LPM) effect becomes relevant which reduces the cross section of bremsstrahlung and
pair production [106, 107]. In the LPM mechanism, the characteristic length of the in-
teraction becomes larger than atomic spacing and collective effects of the atomic fields,
have to be considered, e.g. additional interactions take place [108]. Therefore, the dis-
tance an electron travels before interacting is increased, and several spatially displaced
electromagnetic showers are created. The exact behavior depends on how the energy is
distributed among the first few particles and results in significant fluctuations between
showers [108]. An illustration with the cc interaction of a 𝜈𝑒 is shown in Figure 3.4.
In the cc interaction of

(—)𝜈𝜇 and
(—)𝜈 𝜏 a hadronic shower is created as well. The resulting

leptons (𝜇± and 𝜏±) propagate through the medium generating lots of secondary show-
ers over a range of kilometers until they decay [109]. Muons lose most of their energy
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.
Figure 3.4: Schematic of a charged-current interaction of a UHE 𝜈𝑒 and its in-ice radio-detection. The primary neutrino-
nucleon interaction produces a hadronic shower. The final-state electron is affected by the LPM effect, resulting in
multiple, separated electromagnetic (EM) sub-showers. The change of the refractive with depth causes the trajectory
of radio signals (dashed lines) to bend on their way to the stations. Fig. from. Ref. [87]

through bremsstrahlung, pair production, and nuclear interactions inducing new sub-
showers. Taus radiate mainly electron-positron pairs, but larger amounts of energy via
photo-nuclear interaction, which leads to hadronic cascades. Also the decay of a tau into
hadronic and leptonic channels can create showers. The decay length of a tau increases
roughly linearly with energy and is already approximately 5 km at 1 × 1017 eV [110].

Ultra-high energy muon originating from an air shower can also penetrate the ice and
create showers along its track, as it is described for a muon resulting from a cc 𝜈𝜇 inter-
action.

3.2 Radio emission

Two mechanism have been identified to be the main contributors to the radio emission:
The geomagnetic emission [111], caused by the deflection of charged particles in the
Earth’s magnetic field, and the Askaryan effect [112, 113], caused by a time-varying
negative net charge in the shower front (see Figure 3.5). Monte Carlo simulations suggest
a tertiary effect for very inclined air showers and highmagnetic fieldswhich is connected
to geosynchrotron radiation and coherence losses [114].

3.2.1 From air showers

In the Earth’s magnetic field, the cloud of electrons and positrons gets separated as elec-
trons and positrons move in different directions due to the Lorentz force:

𝐹L = 𝑞 ⋅ 𝑣 × 𝐵 (3.11)

where 𝑞 is the particle charge, 𝑣 is the velocity vector or direction of propagation, and 𝐵 is
the magnetic field vector. The net drift of electrons and positrons moving perpendicular
to the shower axis, can be described as a transverse current ( ̇𝑞 = 𝐼 ). This current varies
in time ( ̇𝐼 ), depending on the amount of charge present in the shower and the interaction
with molecules in the atmosphere [116]. This mechanism is called the geomagnetic effect
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Figure 3.5: The two main emission processes of radio signals from particle cascades: Geomagnetic emission (left) and
charge-excess (Askaryan) emission (right). The geomagnetic emission due to the induction of a transverse current is
polarized in the direction of the geomagnetic Lorentz force. In air it is typically stronger than the radially polarized
Askaryan emission (bottom right) due to the time variation of the net charge excess in the shower front, which is the
main mechanism in dense media. Figure from Ref. [115].

or time varying transverse current. As this is the dominant component in radio emis-
sion of extensive air showers, the signal strength scales with the number of electrons
and positrons in the shower, which scales with the energy of the primary particle. Fur-
thermore, the electric field of the emission 𝐸 scales with the angle between the shower
direction (𝑣 ) and the local magnetic field (𝐵), according to the relation 𝐸 ∼ 𝑣 × 𝐵 [111].

The so-calledAskaryan effect [112, 113], or charge-excess, can be described as a variation
of the net charge excess of the shower in time ( ̇𝑞) in combination with Cherenkov-like
effects due to the refractive index of air. Effectively, the charge excess arises due to
the ionization of the surrounding media by the moving shower, dragging the electrons
along with the shower front, whereas the heavier positive ions stay behind (see Figure
3.5). The matter electrons are accelerated in the into the shower by Møller scattering
(𝑒−+𝑒−medium ⟶ 𝑒−+𝑒−), Bhabha scattering (𝑒++𝑒−medium ⟶ 𝑒++𝑒−) and Compton scattering
(𝛾 + 𝑒−medium ⟶ 𝛾 + 𝑒−). In addition electron-positron annihilation (𝑒+ + 𝑒− ⟶ 𝛾 + 𝛾 )
and Bhabha scattering decelerate shower positrons which also contributes to the charge
excess in the shower [117]. In a non-absorptive, dielectric medium the time-variation of
the net charge excess develops a coherent electromagnetic pulse [117]. The Askaryan
effect plays a sub-dominant role in air showers, while it is the dominant contribution to
the radio signal of showers in dense media.

Both time varying effects induce linearly polarized radiation, but differ in their polar-
ization direction. A useful coordinate system to describe the polarization aligns with
the shower: one axis is parallel to the shower’s direction of movement, called 𝑣 . The
second axis is perpendicular to both, 𝑣 and the geomagnetic field 𝐵, and named 𝑣 × 𝐵.
The third axis is perpendicular to the other two axes and called 𝑣 × (𝑣 × 𝐵). In Figure 3.5
the polarization for geomagnetic and charge excess emission are shown in the 𝑣 × 𝐵 and
𝑣 × (𝑣 × 𝐵) plane.
The geomagnetic effect polarizes the electric field parallel to the Lorenz force (𝑣 × 𝐵).
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Figure 3.6:Maximum electric field strength distribution of an air shower. Simulations done with CoREAS of a 1018 eV
air shower induced by a proton in Greenland at 3000m. The electric field strenght is interpolated in the frequency
range 50MHz to 1000MHz. The asymmetry due the interference of geomagnetic and Askaryan emission is visible.

Consequently, the angle of polarization remains constant regardless of the position of
the observer with respect to the shower axis. The varying net-charge responsible for the
Askaryan effect is radially symmetric around the shower axis. Therefore, the induced
electric field vector points radially toward the shower axis, so the orientation of the
electric field vector depends on the location of an observer with respect to the shower
axis.

The angle of polarization, which measures both effects, therefore also depends on the
position of the observer. The electric field of the resulting emission can be written as:

𝐸 ∝ − sin(𝛼) ⋅ 𝑒𝑣×𝐵 + 𝑎 ⋅ 𝑒𝑟 (3.12)

where 𝑟𝑟 is a unit vector pointing toward the shower axis and 𝑎 is the so-called rela-
tive charge excess strength, which varies from event to event and also depends on the
distance to the shower axis. The interference of co-aligned and counter-aligned polar-
ization leads to an observed asymmetric radiation pattern around the shower axis (see
Figure 3.6).

For wavelengths larger than the thickness of the emitting shower front and for 𝑐 ∼ 𝑐0,
the vectorial electric field adds up coherently (MHz regime). This results in a coherent
broadband pulse.

The medium in which the particle shower propagates adds another effect. Since the
refractive index of air is 𝑛air > 1 with a typical value at sea level of 𝑛air ≈ 1.0003 and
decreasing with atmospheric density to higher altitudes, the radio waves travel slightly
slower through the air (speed of light in the medium) than the relativistically moving
particle front. This causes a strong forward-beaming of the emission, and a compres-
sion of the emission in time (Cherenkov-compression). Under a certain viewing angle,
so-called Cherenkov angle, the radiation emitted by the entire shower arrives simulta-
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Figure 3.7: Electric field waveforms (left) and spectra (right) of the radio signal emitted at different viewing angles
relative to the Cherenkov angle by a shower depositing 1 EeV in ice. For better readability, the waveforms have been
shifted in time. Fig. from Ref. [78].

neously. This leads to an enhancement of the pulse with a length of a few nanosec-
onds [118]. The Cherenkov angle can be calculated with:

cos(𝜃c) =
𝑐0
𝑛 ⋅ 𝑣 (3.13)

where 𝑛 is the index of refraction and 𝑣/𝑐0 the relativistic velocity. For air, 𝜃airc has a value
of 1°, which leads, depending on Xmax and the arrival direction to a typical radius on
the ground of 100m to 200m around the shower axis [119].

The temporal compression at the Cherenkov ring allows the detection of radio emis-
sion from air showers (or other media) at much higher frequencies than given by the
coherence criterion.

3.2.2 From neutrino and muon induced showers in ice

Particle cascades in ice have a longitudinal extension of 𝒪 (10m), while air showers are
on the scale of kilometers. This is the principle reason why geomagnetic emission is
negligible in dense media, making the Askaryan charge-excess emission the only rele-
vant mechanism [98]. As in the atmosphere, the refractive index of the ice 𝑛ice ≈ 1.78
causes a compression of the emission in time due to Cherenkov like effects (see Section
3.2.1). The shower propagates with the vacuum speed-of-light 𝑐0 whereas the radio emis-
sion only propagates with 𝑐0/𝑛ice. At the Cherenkov angle of 𝜃 icec ≈ 56°, all the signals
emitted along the path of the shower arriving at the same time, which will lead to a
maximum constructive interference. A significant emission strength is only observed
close to the Cherenkov angle [120]. Figure 3.7 shows a typical broad-band bipolar pulse
of nanosecond length. The pulse has a slight asymmetry which is a consequence of
the charge-excess distribution. The initial rise is steeper than the decay of the charge-
excess [108]. At the Cherenkov angle coherence is given over frequencies ranging from
a fewMHz to tens of GHz. If the viewing angle is off the Cherenkov angle, the coherence
disappears first at high frequencies.

In nc interactions, all flavors give similar signatures, i.e. a hadronic shower is created
(see Section 3.1.2) and the outgoing neutrino remains undetected. The radio emission
from the hadronic component is negligible. Due to the decay of neutral pions into two
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.
Figure 3.8: Schematic of a charged-current interaction of a UHE 𝜈𝜇 or 𝜈𝜏 and its in-ice radio-detection. The primary
neutrino-nucleon interaction produces a hadronic shower. The final-state charged lepton, a muon or a tau, can travel
several kilometers while producing sub-showers stochastically, generating Askaryan radiation which can be observed
at multiple underground detector stations, resulting in a multi-shower event. The change of the refractive with depth
causes the trajectory of radio signals to bend on their way to the stations. Fig. from. Ref. [87]

photons (𝜋 0 ⟶ 𝛾 + 𝛾 ) an electromagnetic component is created which then emits the
radio signal.

In a cc interaction, in addition to the hadronic shower, additional showers may occur
depending on the flavor of the neutrino. The showers produced by the outgoing lepton
can be detected as a superposition with the shower from the first interaction, or isolated
without the counterpart [87].

A electron-neutrino cc interaction will almost immediately produce a hadronic and an
electromagnetic shower, the latter is initiated by the resulting electron. At low energies,
the showers are created roughly at the same place and the radio emission interferes
mostly constructively. At high energy the shower development is influenced by the
LPM effect which leads to an elongation and distortion in the shower. Also, the creation
of multiple sub-showers over tens of meters is possible. The electromagnetic shower
maximum can be far away from the hadronic shower maximum, so the showers can
interfere or their radio signal can be seen as two (or more) independent pulses.

In the cc interaction of a muon-neutrino or a tau-neutrino a hadronic shower is created
as well. The resulting leptons (𝜇± and 𝜏±) propagate through the medium generating
lots of secondary showers over a range of kilometers until they decay, as illustrated
in Figure 3.8. Muons lose most of their energy through bremsstrahlung, pair produc-
tion and nuclear interactions, and they typically have low energies when they decay.
Therefore muons are susceptible to producing subsequent showers if they emit i.e. a
bremsstrahlung photon or hadrons above a certain energy [109]. Taus radiate electron-
positron pairs mainly, which creates electromagnetic cascades, but they tend to lose
larger amounts of energy via photonuclear interaction, which creates hadronic cascades.
Taus can also decay while they have large energies, into hadronic and leptonic channels
which produce showers and can also result in a muon which radiates further [109]. The
tau track length increases linearly with energy, so the produced showers will overlap at
low energies, at the highest energies the cascades can be measured separately, or only
one cascade is measured at a given observer position. The appearance of a tau neutrino
induced shower closely followed by a shower generated by the created taus decay is de-
scribed as double-cascade neutrino signature and should in principle be measurable in
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radio neutrino detectors [109]. A prospect for flavor composition measurement of ultra-
high energy cosmic neutrinos with in-ice radio neutrino detectors is given in Ref. [87].

Muons originating from air showers undergo the same energy losses in ice through
bremsstrahlung, pair production and nuclear interactions as muons stemming from a
neutrino interaction and can therefore create showers with a significant radio emission.
Simulations indicate, that the background of atmospheric muons from cosmic rays is
non-negligible for in-ice neutrino detectors [109] and will be further investigated in
Chapter 7.

3.2.3 Radio waves in ice

The physics described above leads to different requirements for the medium of radio
neutrino detectors. Since neutrinos rarely interact, a large volume of a dense medium
is required. The Askaryan effect requires a dielectric medium, and the medium must
be transparent to the radio waves produced. Liquid water is a polar molecule and the
molecules are free to align themselves with the electric field shielding the radio wave.
This makes deep glacial ice a suitable medium for a radio neutrino detector.

The radio signal emitted by the particle cascade propagates through the ice and is at-
tenuated. The attenuation length is defined as the propagation distance over which the
signal amplitude is reduced by a factor of 1/𝑒 [108]. The main quantities determining
the transparency to radio waves is the chemical composition of the ice and its tempera-
ture. Since the temperature increases with depth, the attenuation length decreases. The
attenuation also increases for low frequencies. At Greenland the attenuation length is
about 1 km for frequencies between 145MHz to 350MHz[121, 122].

The path of the radio signal is determined by the index of refraction, which is related
to the density of the ice. Fresh snow falls on the granular firn (𝑛firn = 1.3), compressing
it with its weight. The firn is thus slowly compressed into clear ice. The refractive
index decreases rapidly until it reaches a constant value for deep glacial ice (𝑛ice = 1.78
for Summit Station in Greenland at around 70m). An upward propagating radio wave
is refracted and bent downward near the surface due to the change in the refractive
index, as shown in Figure 3.9. In addition, the rapid change in refractive index at the
firn-air interface causes signals to be reflected, resulting in additional reflected pulses
measured by the detector. Modelling the radio propagation is an important uncertainty
and complicates the reconstruction of neutrino parameters [123–125]
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Figure 3.9: Possible radio ray paths from the point of interaction (A and B) to a Surface antenna or deep component
antenna in ice with increasing density from top to bottom. Each interaction can arrive at an antenna via a direct path
(solid lines) or an indirect path (dashed lines). An indirect path can be bend by the varying refraction index of the ice
(blue dashed line) or by being reflected at the firn-air transition (dashed orange and green line). Fig. from Ref. [108].



Radio detectors 4
Radio detection of particle cascades has matured over the past decades, with the instal-
lation and successful operation of radio experiments and a quantitative understanding
of the radio emission from atmospheric particle cascades. An overview of modern radio
detectors can be found in Ref. [98].

4.1 Experimental approaches

The first prototype experiments for radio detection of neutrinos in ice were the Ra-
dio Ice Cherenkov Experiment (RICE), which operated from 1999 to 2010 [69], and the
Antarctic Under-Ice Radio Array (AURA) [126], both located at the South Pole. RICE
provided the first neutrino limits [68] from radio detectors and valuable experience in
deploying and operating radio detectors at depths of down to 200m. AURA build on
the experience of RICE with its electronic design based on the RF specific electronic
applications and studied the noise environment.

Ice has the advantage over other dense media, such as rock or lunar regolith, of larger
radio wave attenuation length and the large volumes of ice available in Antarctica and
Greenland. Therefore, ice appears to be the preferred medium for future large-scale
detectors [127].

The balloon-borne Antarctic Impulsive Transient Antenna (ANITA) experiment made its
first flight with its ANITA-lite prototype over Antarctica in 2004 [128]. In order to detect
a neutrino signal, the neutrino must first interact below the surface of the ice and then
travel upwards to leave the ice itself. ANITA was the first radio-neutrino experiment
to report the detection of cosmic ray induced air showers [129]. Most of the cosmic ray
signals were not measured directly, but detected after reflection from the ice. Balloon-
borne experiments can search large ice volumes, but due to their great distance they are
only sensitive above 1018 eV.
The next generation of in-ice pilot arrays have been installed since 2010 and have been
in operation for several years. The Askaryan Radio Array (ARA) [70, 97, 130, 131] at
the South Pole currently runs with five stations with 50m to 200m deep in-ice antenna
strings. One station has an additional phased array, making ARA the first to use the
interferometric beamforming technique in a borehole [132]. The Antarctic Ross Ice
Shelf Antenna Neutrino Array (ARIANNA), located on the Ross Ice Shelf off the coast of
Antarctica, consists of shallow antennas just below the ice surface that are also sensitive
to radio signals from cosmic ray air showers [133]. Without external infrastructure, the
stations operate autonomously in low-power, wireless communication mode. Although
these two detectors are too small to be sensitive for neutrino detection [132, 134], much
work has been done to understand the technique of in-ice detection, paving the way for
a larger radio array.

As it will be discussed in Section 4.2, the Radio Neutrino Observatory Greenland (RNO-
G) combines the strategies of ARA and ARIANNA by choosing a hybrid station design
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with a deep and a shallow component, including a deep phased-array trigger and au-
tonomous stations. With 35 stations, RNO-G will be sensitive to optimistic cosmogenic
and astrophysical neutrino fluxes, making RNO-G the first radio detector to either make
a neutrino detection in radio or rule out realistic models. A similar hybrid design ap-
proach is planned for the radio array of IceCube-Gen2, consisting of 𝒪 (350) stations [135,
136].

Other future neutrino detectors using the radio technique are upcoming: The Pay-
load for Ultrahigh Energy Observations (PUEO) [137], a balloon experiment and the
successor to ANITA. The Earth-skimming tau neutrino detectors in mountainous
regions, e.g. Beamforming Elevated Array for COsmic Neutrinos (BEACON) [138],
TAROGE [139] and Giant Radio Array for Neutrino Detection (GRAND) [140]. Another
approach is used by Radar Echo Telescope (RET) [141] which aims to identifying in-ice
particle showers by radar reflection.

4.2 The Radio Neutrino Observatory Greenland (RNO-G)

Figure 4.1: Left: Map of Greenland, the blue star marks Summit Station. Right: The planned RNO-G array with 35
stations. The RNO-G stations are located north of the Summit Camp, for which the main community building Big
House is indicated. The stations are arranged in a rectangular grid with a spacing of ∼ 1.25 km and are named after
Greenlandic animals. The year of deployment is indicated by the station’s color code. Figure produced by the RNO-G
collaboration.

The Radio Neutrino Observatory Greenland (RNO-G) is designed to demonstrate the
scalability of the radio detection technology. Located in Greenland at Summit Station
(72∘35′46″ N, 38∘25′19″ W), RNO-G is atop of more than 3 km of glacial ice, see Figure 4.1.
Several measurement of the ice properties at Summit Station have been performed [142,
143], indicating an attenuation length at radio frequencies of ∼1 km [121, 122].

Of the 35 stations funded, seven have already been deployed and are taking data, namely
stations Nanoq (polar bear), Amaroq (arctic wolf) and Avinngaq (arctic lemming, all
deployed 2021), as well as Terianniaq (arctic fox), Ukaleq (arctic hare), Ukaliatsiaq (stoat)
and Qappik (wolverine, all deployed 2022). The 2023 season has been used for calibration
and maintenance.
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Figure 4.2: Layout of an RNO-G station consisting of a deep and a shallow part. The deep part features horizontally and
vertically polarized antennas (Hpol) and Vpol) distributed over three antenna strings (power and two helper strings)
down to a depth of 100m in the ice. In addition, each of the helper strings is equipped with a calibration pulser. The
shallow part consists of a calibration pulser and nine Logarithmic Periodic Dipole Antennas (LPDAs) arranged in
groups of three and oriented as shown in the legend. Figure produced by the RNO-G collaboration.

4.2.1 The RNO-G station design

An RNO-G station combines a deep component, consisting of three 100m deep in-ice
strings, and a shallow component that is also sensitive to signals from above, see Figure
4.2.

The deep component antenna designs are driven by the 11.2 ″ diameter of the dry bore-
holes. The vertically polarized (Vpol) antennas are a fat dipole, with an azimuthally
symmetric beam pattern and a usable bandwidth ranging from 150MHz to 600MHz [144,
145]. For horizontal polarization (Hpol), nearly azimuthally symmetric, cylindrical tri-
slot antennas are used. The Hpol antennas have a narrower usable bandwidth than the
fat dipoles (200MHz to 500MHz), due to their geometry in the narrow borehole (see
Fig. 4.3).

The power string is equipped with the interferometric phased array, consisting of four
closely-spaced Vpol antennas at ∼100m depth. Directly above are two Hpol antennas
and three additional Vpol antennas with a 20m spacing towards the surface. The phased
array is used as a trigger for in-ice showers. Due to the proximity of the antennas, the
incoming signal is almost identical except for a time delay. The trigger sums the wave-
forms coherently, which increases the signal-to-noise ratio (SNR) because the noise is
not expected to be correlated. The two Hpols improve the ability to reconstruct the full
electric field, especially its polarization. The three additional Vpols are used to recon-
struct the vertex position of the first interaction and the arrival direction of the radio
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Figure 4.3: The absolute value of the effective length for the LPDA, Vpol and Hpol. For detailed explanation of effective
length and the signal chain see Section 5.1. Fig. from Ref [78].

signal. To reconstruct the azimuth angle of the arrival direction, three independent mea-
surements are needed with sufficient distance between the Vpol antennas. Therefore, a
station consists of the power string and two additional helper strings. Each helper string
has one Hpol, two Vpols and a calibration pulser between a depth of 94m and 97m. The
calibration pulser ensures regular monitoring of station performance and information
on the positional accuracy of all antennas.

The surface component consists of nine Logarithmic Periodic Dipole Antennas (LPDAs),
three pointing upwards and six pointing downwards at an angle of 30°, and a calibration
pulser. The LPDAs are broadband sensitive, which helps determine the radio detection
angle with respect to the Cherenkov cone, improving energy reconstruction and point-
ing resolution. The upward-facing antennas are sensitive to air showers, and are used to
reduce background. Each of the nine LPDA antennas has its own analog diode trigger,
which is described in more detail in Section 5.2.

4.2.2 Data acquisition system, Power and Communications

An overview of the complete system design of one station is shown in Figure 4.4. The
surface antennas are shown at the top left, with the in-ice string below. The data acqui-
sition components are different for surface and deep channels. The surface channels go
through a bandpass filter and the Surface board into the digitizer and surface trigger on
the Radiant board (RAdio DIgitizer and Auxiliary Neutrino Trigger). The Radiant uti-
lizes the LAB4D ASIC (Application Specific Integrated Circuit) [146] for readout and dig-
itization. Each deep channel has an Iglu (In-ice Gain with Low-power Unit) as amplifier
and RFoF (Radio Frequency over Fiber) transmitter co-deployed into the borehole. The
now optical signals are received by the Drab (Downhole Receiver & Amplifier Board)
inside the enclosure at the surface, the Drab converts the signal back to analog, ampli-
fies it again before feeding it into the digitizing Radiant or in case of the phased array
on the digitizer board and low-threshold triggering Flower board (FLexible Octal WavE-
form Recorder) [147]. The recorded data is then stored on the controller board’s SD card
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Figure 4.4: System diagram of an RNO-G station. See text for a description. Figure produced by the RNO-G collabo-
ration.

(Secure Digital card). The controller board comprises a commercially available single
board computer [147]. A picture of the DAQ box is shown in Figure 4.5.

Currently, a stored waveform consists of 2048 samples recorded at a sampling rate of
3.2GHz, resulting in a time period of 640 ns. To allow for longer time traces the sampling
rate will be adjusted to 2.4GHz, increasing the time window to ∼853 ns. The recorded
data is divided into runs, with a full run being two hours of data under normal conditions,
and stored on a hard drive at Summit Station. A small fraction (∼5%) of the data is sent
directly to a RNO-G institute via satellite, while the complete data set is hand-delivered
on a hard drive at the end of the season. Communication with the stations is wireless. A
commercial LTE (Long Term Evolution) base station with a band of 880MHz to 915MHz
uplink and 925MHz to 960MHz downlink has been deployed at Summit Station, which
is mainly used for data transfer. An additional LoRaWAN (Long Range Wide Area Net-
work) network has been installed to provide a low-power, low-bandwidth backup link
for control and monitoring.

To operate autonomously, each station is powered by two solar panels, with a maximum
output of 300W and a 5 kWh lead-acid battery bank. Wind turbines are being tested to
provide power during the polar night. When operating in full-station mode, the power
consumption of an RNO-G station is 24W. By turning off the phased-array trigger and
reducing data transmission to a minimum, the power consumption is reduced to 17W,
in surface-only mode 6W are consumed.
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Figure 4.5:Nearly complete DAQ box, withA Surface amplifiers (Surface board),BDeep amplifiers and RFoF receiver
(Drab boards), C Low-threshold trigger (Flower board), D Digitizer (Radiant board), E Controller board with single
board computer, GPS unit, and calibration pulser source daughter board. F Power regulation board, Picture taken by
E.Oberla.

4.3 Radio backgrounds

Incoherent thermal noise, (impulsive) man-made noise, and radio emission from cosmic
ray air showers and their remnants are the main sources of background for neutrino
detection.

Radio neutrino detectors operate very close to the intrinsic thermal noise floor, because
their sensitivity scales with the amplitude of the signal. Thermal noise is caused by
electrons in a conductor moving due to their thermal energy independent of the applied
voltage. Each frequency is equally likely to occur, resulting on average in a flat frequency
spectrum. The upward-facing antennas also measure diffuse emission, mostly from the
galactic plane, with an exponential spectrum [148] over the entire MHz band, which
introduces an irreducible noise floor. For RNO-G the diffuse thermal emission from the
galaxy dominates the instrumental noise below ∼ 120MHz. Since the Galaxy is spread
across the sky, and the galactic center is below the horizon, the variation of the galac-
tic noise temperature seen in the antennas over the day is relatively small [149]. The
constant thermal emission from the Sun has only a small contribution, not exceeding
6% relative to the galactic emission below 200 MHz [150]. However, several solar flares
occur per week in the frequency range and field of view relevant to RNO-G [151].

An optimal measurement site has no noise, however the most common causes of inter-
ference are narrow-band transmitters, including AM/FM radio frequencies or communi-
cations radio. All kinds of electrical equipment can also produce short pulses; typically,
this occurs in combination with sparking (spark plugs, switches, etc.). First analysis sug-
gest that anthropogenic backgrounds at Summit Station are mostly seen by the surface
antennas but do not constitute a dominant persistent noise source in the deep anten-
nas [149].
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Cosmic ray air showers produce three different types of background: (I) the in-air radio
emission of air showers can be refracted into the ice to the antennas; (II) the energy-
dense core of incompletely developed air showers can develop further into the ice and
produce Askaryan emission; and (III) in-ice particle showers following an energy loss of
an atmospheric muon. The signatures of (I) and (II) have previously been studied and
quantified [152–156]. Both signals can be triangulated close to the surface, providing
signatures that can be distinguished from a neutrino event at the analysis level. Reflec-
tions in the ice can complicate the reconstruction, but this is also true for the neutrino
signals themselves. For both direct air shower backgrounds, a reasonable estimate of
the background rate is possible, because the distribution of shower maxima as function
of energy is relatively well known. The number of muon-induced background events,
however, has been studied less. It has in principle been shown that muons are a non-
negligible background to radio neutrino detectors in ice [109]. However, the predicted
event rate depends on the muon flux, which in turn depends strongly on the hadronic in-
teraction model, and the cosmic ray composition, all of which are less well determined,
in particular at the highest energies. With its hybrid design of surface antennas and
three deep antenna strings, RNO-G is the first experiment that can measure and recon-
struct air shower signals in combination with their in-ice counterparts. A detailed study
of the atmospheric muon background at PeV energies is described in Chapter 7.





Characterization and modeling of the shallow
component of RNO-G 5

In order to analyze the recorded data and make a detection of an air or in-ice particle cas-
cade, it is necessary to characterize the components involved in the measurement such
as the signal chain, the trigger and the variations from DAQ (data acquisition system) to
DAQ. This section provides an overview of the hardware used in the shallow detector,
the diode trigger and the hardware testing prior to deployment. The characterization of
the deep component is still in progress and will be described elsewhere.

5.1 Signal chain of the shallow component

The shallow component consists of nine Logarithmic Periodic Dipole Antennas LPDAs,
three of which face upward. The hardware used is the same for all of them, only the
orientation of the antennas in the ice is different. This exposes them to radio emis-
sions from different sources: The upward facing antennas are sensitive to signals from
above, such as air showers, the Galaxy, etc., while the downward facing antennas are
designed to measure particle showers in the ice. The voltage measured in the antenna
over time, called waveform or trace, is amplified with the Surface board and digitized
with the Radiant board (RAdio DIgitizer and Auxiliary Neutrino Trigger). Within the
next subsections the relevant physics and hardware will be explained in the order of
signal processing.

5.1.1 The electric field and its polarization

The electric field generated by an air shower propagates along the shower axis, parallel
to 𝑣 , its polarization is perpendicular to the shower axis, along 𝑣 × 𝐵. Therefore, the
natural coordinate frame for air showers is given by the unit vectors ̂𝑒𝑣 , ̂𝑒𝑣×𝐵 and ̂𝑒𝑣×𝑣×𝐵 in
the shower plane as shown in Figure 5.1. The observed electric field is usually measured
on the ground with respect to the arrival direction, where the x-axis is pointing east and
the y-axis is pointing north, the z-axis is defined as positive upwards. When describing
an incoming signal, the polar coordinate system called ’on-sky’ is used. A plane wave
arriving at an observer on the ground in the direction of ̂𝑒𝑣 , is described by its zenith
𝜃 and azimuth angle 𝜙. The electric field is polarized along ̂𝑒𝜃 , ̂𝑒𝜙 , as defined in Figure
5.1. The polarization transformation from the natural coordinates of the air shower to
’on-sky’ coordinates is a rotation along the shower axis.

In Figure 5.2 the electric field of a cosmic ray induced shower is shown in the time domain
(left side) and in the frequency domain (right side). The time trace shows a sharp nanosec-
ond pulse, and the frequency domain shows a broad spectrum with a maximum at a few
MHz, falling steeply with higher frequencies. The expected electric field strength is in
the millivolt per meter range.
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shower axis, the purple circle indicates the shower plane. The natural coordinate system for the air shower electric
field is given by ̂𝑒𝑣 , ̂𝑒𝑣×𝐵 and ̂𝑒𝑣×𝑣×𝐵 . On ground, a coordinate system with respect to arrival direction is useful, given
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Figure 5.2: Shown are the two components 𝐸𝜃 and 𝐸𝜙 of the electric field generated by an air shower with energy
1018 eV. The left figure shows the radio pulse in the time domain. On the right the frequency spectrum is shown.

5.1.2 The logarithmic periodic dipole antenna (LPDA)

The electric field will eventually be measured by a LPDA (type: Create CLP-5130-2N),
consisting of 17 half-wave dipole driven elements of gradually increasing length. The
intervals between the tines following a logarithmic function of the frequency. A picture
of a LPDA is shown in Figure 5.4 left.

The principle of how the LPDA receives a signal is the same as for a single half-wave
dipole antenna, which consists of twometal tines connected to a receiver in the center as
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Figure 5.3: Illustration of a half-wave dipole antenna receiving a radio wave. The antenna consists of two metal tines
connected to a receiver 𝑅. The electric field (𝐸, dark green arrows) of the incoming wave pushes the electrons in the
tines back and forth, charging the ends alternately positive and negative.

illustrated in Figure 5.3. The electric field of the incoming wave moves the electrons in
the tine back and forth, alternately charging the ends positive and negative. Therefore,
the antenna is most sensitive to electric fields which arrive perpendicular to the conduc-
tor, i.e. the tine. If the length of the dipole is half the wavelength, 𝜆

2 , of the incoming
wave, the oscillating field induces standing waves in the conductor, because the current
gets reflected at the ends of the tine. The antenna is also resonant for 𝜆

4𝑘 with 𝑘 = odd
numbers. Therefore, the length of the tine determines which frequencies the antenna is
sensitive to. The LPDA used covers a band from 105MHz to 1300MHz in air. Since the
antennas are buried in snow, the wave velocity is reduced and the frequency 𝜈 changes
with the refractive index of the firn 𝑛firn ≈ 1.3:

𝜈firn = 𝜈
𝑛firn

(5.1)

Therefore the band changes to 80MHz to 1000MHz, which is favorable for air shower
signals, since their spectrum is strongest at lower MHz frequency and steeply falling
towards higher frequencies.

The signal measured by the antenna depends on the incoming field 𝐸(𝑡) and its direction
with zenith angle 𝜃 and azimuthal angle 𝜙. Since the antennas can be deployed in various
directions, a reference coordinate system has to be defined. The angles of the arriving
signal with respect to the antenna are defined as shown in Figure 5.4. The zenith angle
with respect to the antenna is called 𝜃ant and is measured from the longitudinal axis of
the antenna, 𝜙ant describes the azimuth where 0° is perpendicular to the longitudinal axis
of the antenna and its tines.

The response pattern of an antenna to an electric field can be described as the vector ef-
fective length (VEL). The VEL of the antenna represents the mapping between the volt-
age induced over the antenna and the electric field of the signal [157]. In the frequency
domain, this is a simple multiplication, therefore the Fourier transform of the observed
voltage 𝒰(𝜃, 𝜙, 𝑓 ) equals the antenna response pattern, denoted 𝐻⃗ , (𝜃, 𝜙, 𝑓 ) multiplied
with the Fourier transform of the electric field ℰ⃗(𝑓 ):

𝒰(𝜃, 𝜙, 𝑓 ) = 𝐻⃗ (𝜃, 𝜙, 𝑓 ) ⋅ ℰ⃗ (𝑓 ). (5.2)
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Figure 5.4: Left: Picture of the LPDA used. Right: Visualization of a LPDA structure, its tines are parallel to the east-
west direction. The orientation (red) indicates the direction of the antenna tip (a rotation along the y-axis), the rotation
(green) specifies the direction perpendicular to the tines (a rotation along the z-axis). The antenna orientation and
rotation are always perpendicular to each other. The orange dashed line represents a signal arriving. The zenith angle
𝜃ant is counted from the top, the azimuth angle 𝜙ant counterclockwise from the antenna rotation.

The VEL is different for different polarizations of the electric field. It is therefore ex-
pressed as 𝐻𝜃 and 𝐻𝜙 . In Figure 5.5 the VEL simulated with WIPL-D [158] for the LPDA
in firn is shown for different frequencies (as indicated by the color code) as a function
of zenith (columns 1 and 2) and as a function of azimuth (columns 3 and 4). The sketch
above the polar plots indicates the direction with respect to the antenna. The main beam
is pointing forward, i.e. in the z-axis at 𝜃ant = 0°. A small backlobe is visible. The first
column shows the VEL for the polarization with ̂𝑒𝜃 (𝐻𝜃 ), the second column for 𝐻𝜙 . Since
the polarization directions are perpendicular to each other, their highest sensitivity di-
rection differs by 90°, when the respective polarization is along the tines. The influence
of the three antennas close to each other has been studied in Ref. [159], experimental
tests confirmed that the effect is negligible.

In Figure 5.6, the VEL for a signal arriving at 𝜃ant = 55° and 𝜙ant = 0° (meaning perpendic-
ular to the tines) is depicted. Within the bandwidth the VEL peaks around 80MHz and
decreases towards higher frequencies. The additional variations of the VEL in the 𝐻𝜙
component within the frequency band are due to the interaction of the dipole elements
of the LPDA that resonate at different frequencies [160].

The corresponding induced voltage of the air shower pulse over the antenna is shown
in Figure 5.7. The result is a fast oscillating pulse with a duration of ∼40 ns. The pulse
broadens in the time domain due to losses in the high frequency range, and due to the
group delay of the antenna, which induces dispersion that broadens the pulse even fur-
ther.

5.1.3 Amplifier - The Surface board

After the signal is registered by the antenna furthermodifications are necessary to obtain
a good signal quality. A schematic visualization of the surface signal chain of a RNO-G
station is shown in Figure 5.8. The electric signal generated by the antenna is filtered
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Figure 5.5: Simulated antenna response pattern of an LPDA for both polarizations in the firn. The upper left show
the the zenith distribution for 𝐻𝜃 (first column) and 𝐻𝜙 (second column) at three different azimuth angles as stated in
the legend on the left polar plot. The lower right three rows show the azimuth distribution for three different zenith
angles (0°, 45° and 90°). The color code indicates the frequency (50MHz, 1250MHz, 200MHz, 275MHz, 550MHz. On
the opposite side a visualization of the antenna and its directions is shown.

and amplified by the Surface board. Then, the signal is fed into the Radiant where it
is split into a trigger and a signal path. The ratio of the signal strength depends on the
version of the Radiant. The version 2 Radiant board (V2) has a power splitting ratio of
1/10, the version 3 Radiant board (V3) uses 1/2. The trigger path modifies the waveform
further, which will be described in Section 5.2. If the trigger is true, the waveform in the
signal path is digitized by the analog-to-digital converter (ADC), which is the LAB4D
chip. The data is stored on the SD card and transferred via LTE.

The Surface board is specifically designed for the requirements of the RNO-G detector.
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Figure 5.6: The absolute value of the vector effective length of the LPDA (left) and the group delay (right) for the
signal shown in Figure 5.2, arriving at 𝜃ant = 55° and 𝜙ant = 0° with respect to the antenna.
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Figure 5.7: Simulated induced antenna voltage for the electric field shown in Figure 5.2. The signal arrives at 𝜃ant = 55°
and 𝜙ant = 0° with respect to the antenna. The shown signal is without amplification. Left: timed domain. Right: Fre-
quency domain.
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Figure 5.8: Schematic visualization of the signal chain for the surface component of one station. After the electric
field is registered by the antennas, the signal is processed by the Surface board with bandpass filter and amplifier.
The signal is then split into a trigger path and a signal going directly to the analog-to-digital converter (ADC). The
version 2 Radiant board (V2) has a power splitting ratio of 1/10, the version 3 Radiant board (V3) uses 1/2. The ADC
output is then transferred to the controller board and stored on the SD card.
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Figure 5.9: Measurements of the Surface board as used in NuRadioReco. Left: Gain. Right: Group delay.

To reduce background noise from galactic radio emission, frequencies below 80MHz
are suppressed (see Figure 5.9, left). To account for the LTE data transfer at 880MHz,
frequencies above 700MHz are also suppressed. The highest gain of ∼60 dB is between
100MHz and 400MHz. This is in order to optimize the detector not only for cosmic
rays but also to reconstruct the direction and energy from in-ice showers. Figure 5.9
right shows the measured group delay for the Surface board. In the frequency band
from 80MHz to 200MHz it has a group delay of approximately 15 ns. This again leads
to a higher dispersion in the pulse. Between 200MHz and 600MHz the group delay is
constant.

The combined impulse response of LPDA and Surface board is shown in Figure 5.10.
Frequencies lower than 80MHz and above 750MHz are strongly suppressed. Towards
higher frequencies, the effective length flattens more slowly, which matches with the
amplification from the Surface board for frequencies between 100MHz and 400MHz.

The observed voltage as simulated with LPDA and Surface board over time and fre-
quency is depicted in Figure 5.11. Due to the group delay of the Surface board, the
dispersion has increased. The highest amplification is by a factor of ∼ 60 dB in the
range of 200MHz. For the simulated 1018 eV air shower the peak-to-peak amplitude
is 𝑉pp ∼700mV.

5.1.4 Digitizer - The Radiant board

The LPDA and Surface board are the prerequisites to describe the trigger path in Section
5.2. The system response of the Radiant on the signal path between RF input and
LAB4D is depicted in Figure 5.12. The gain is close to constant for all frequencies, −3 dB
can be attributed to the power splitter dividing the input into a signal and trigger path.
The group delay is higher for frequencies below 250MHz.

The signal is read out and digitized by the LAB4D. The sampler is a CMOS (Comple-
mentary–metal-oxide-semiconductor) switched capacitor array (SCA). Each sample and
hold cell consists of a complementary CMOS transmission gate (complementary switch)
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Figure 5.10: Impulse response, which is the combination of VEL of the LPDA and the amplification from the Surface
board. The impulse response is simulated for the electric field shown in Figure 5.2. The signal arrives at 𝜃ant = 55° and
𝜙ant = 0° with respect to the antenna. Left: Effective length. Right: Group delay.

and a capacitor [161]. Each capacitor stores a voltage that corresponds to the difference
between the input signal from a given channel at the time its switch is opened and the
applied reference voltage [161]. Therefore time tuning (the ΔT when the switch is open
and the capacity is charged) and voltage calibration are correlated. To reduce dead time,
the total number of samples of the LAB4D is divided into multiple windows, that can
be written to or read out separately [146]. The RF input is alternately captured by one
of the two sets of 64 primary sampling cells. Data from the primary sampling cells is
transferred in 64-sample chunks to the two intermediate storage cells, each of which
consist of 128 samples [146]. Once the 128 samples are filled, they are transferred to the
main storage array of 32 windows of 128 samples each [146]. A trigger signal is needed
to read and digitize the full trace of 4096 samples [146]. The exact architecture and data
flow is described in [146].

The DAQ system has several trigger options, including a software trigger, a PPS trigger
relative to the GPS second, the diode trigger of the Radiant, the trigger of the Flower
board and an external trigger which can be used in the lab. An overview including most
names used is given in Table 5.1. The column radiant refers to the firmware used for the
Radiant board [162], librno-g [163] is the input/output library for the DAQ.

With the understanding of the combination of LPDA and amplifying Surface board on
the incoming signals, the trigger of the shallow antennas can be analyzed. In Section 5.3
the pre-deployment testing of the Radiant, including the LAB4D will be discussed.
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Figure 5.11: Simulated induced antenna voltage for the electric field shown in Figure 5.2. The signal arrives at 𝜃ant = 55°
and 𝜙ant = 0° with respect to the antenna. The shown signal is with amplification from the Surface board. Left: timed
domain. Right: Frequency domain.
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Figure 5.12: Measurement of the Radiant V3 between RF input and test point T2 for 15 deep (blue) and 9 surface
(orange) channels. The dashed lines indicate the frequency band of a RNO-G station. Top left: Gain. Bottom left:
Deviation from mean per channel. Top right: Group delay. Bottom right: Deviation from mean per channel.



44 5 Characterization and modeling of the shallow component of RNO-G

Table 5.1: Trigger types. The trigger names in radiant firmware have RADIANT_TRIGGER_ as prefix, in the DAQ i/o
software librno-g the prefix is RNO_G_TRIGGER_. The short form n.i. stands for not implemented (yet).

radiant librno-g analysis slang names description

SOFT SOFT FORCE force software trigger

n.i. EXT n. i.
external trigger, only
present in V3 boards

EXT RF_LT_SIMPLE LT deep

trigger from the Flower
low threshold board, cur-
rently used for deep an-
tennas

n. i. RF_LT_PHASED n. i. phased array
trigger from the Flower
low threshold board, cur-
rently not in use

INT0 RF_RADIANT0
RADIANT +
which_radi-
ant_trigger

AUX0, RF0, radi-
ant, diode, sur-
face, cr

trigger 1 from the Radi-
ant, currently used for
three upward LPDAs

INT1 RF_RADIANT1
RADIANT +
which_radi-
ant_trigger

AUX1, RF1, radi-
ant, diode, sur-
face

trigger 2 from the Radi-
ant, currently used for
six downward LPDAs

INTERNAL_-
COPY

RF_RADIANTX RADIANT
trigger 1 or 2 from the
Radiant

PPS PPS PPS
pulse per second trigger
relative to GPS seconds
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5.2 Radiant trigger

The RNO-G detector is designed for continuous measurement and data acquisition, but
has a low data throughput. Thus, a trigger is required to determine whether the signal
should be stored or discarded. If the trigger criteria are met, all channels of a station are
read out and stored for later analysis. By pre-selecting events, the trigger determines
the efficiency of the experiment. There are several triggers types (see Table 5.1) with
the deep antennas using the trigger from the Flower board, the shallow antennas using
the Radiant diode trigger. In the following, the radiant diode trigger is described and
characterized.

The trigger for the shallow antennas is based on a diode detector, which is implemented
for all 24 channels on the Radiant. The output of the diode detector must pass a simple
threshold. A coincidence requirement for multiple channels within a time window is
programmable.

5.2.1 Diode detector of the Radiant trigger

The decision whether a signal passes a simple threshold is made by a high-speed dis-
criminator as it will be detailed in Section 5.2.2. The nanosecond oscillating pulses
from the particle cascades are broadend by a diode. This allows an FPGA (Field Pro-
grammable Gate Array) with a lower clock frequency to be used, reducing power con-
sumption as it scales with clock frequency. Therefore, each of the 24 channels on the
Radiant has a Schottky diode detector as part of the trigger circuit, as shown in Figure
5.13.

The job of the Schottky diode is to convert input RF power into output voltage. Un-
like a conventional pn-junction diode, which consists of a piece of positively doped (p-
type) material (having more ”holes” than electrons) and a piece of negatively doped
(n-type) material (having more electrons than ”holes”), Schottky diodes are constructed
using a metal electrode bonded to a n-type semiconductor [164]. When forward biased,
electrons move from the n-type material to the metal electrode, allowing current to
flow [164]. The barrier to electrons on the n-side is relatively low. Since there is no
p-type semiconductor material and therefore no minority carriers (holes), when reverse-
biased, the diode conduction stops very quickly and changes to blocking current flow,
making it a unipolar device [164]. The absence of holes in the metal also allows fast
switching with relatively low noise because it does not store charge [164]. At low power
levels, the transfer characteristic of a Schottky diode follows a square law, with the out-
put voltage proportional to the input power (voltage squared) [165], see Figure 5.15 left.
As the input power is increased, the slope of the curve flattens to more closely approxi-
mate a linear response (voltage output proportional to RF voltage input) [165].

The diode detector consists of the inductance L3A, the Schottky diode D1A, the capaci-
tance C8A and the load resistance R4A [166]. A simplified sketch without bias voltage is
shown in Figure 5.14. Note that the capacitor 𝐶 (C8A) and the load resistor 𝑅𝐿 (R4A) are
connected in parallel. The air shower pulses change polarity quickly, the positive part
of the pulse passes through the diode, while the negative part of the pulse is blocked
by the diode. After the diode, the capacitor is charged and its capacity determines the
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Figure 5.13: Radiant per-channel trigger circuit. The relevant components for the diode detector are in the red
rectangle and zoomed in. The orange circle marks the Schottky diode, the blue shaded path indicates the bias voltage
path and the pink marked capacitance defines the integration time to ∼11 ns.

integration time. The capacitor then discharges across the resistor 𝑅𝐿 (R4A), providing
the smoothed signal. The inductor 𝐿 (L3A) provides a current return path for the part of
the pulse blocked by the diode. The integration time 𝜏 of the capacity can be calculated
with:

𝜏 = 𝑅 ⋅ 𝐿 = 50Ω ⋅ 220pF ≈ 11ns (5.3)

with R = 50Ω. The external bias voltage TDBIAS_0 is a tuneable parameter, which ex-
tends the dynamic range response [166].

Figure 5.15 left shows the detector transfer curve as stated in the application note [166].
The goal is to operate in the square-law region. On the right is the slope of the transfer
curve 𝛾 versus input power. Among other parameters, 𝛾 is a function of the externally
applied bias voltage. The bias can be adjusted to trade sensitivity for a wider dynamic
range of square-law response [166]. To obtain the matching bias voltage the following
relation can be used:

𝑉bias = 𝐼bias ⋅ 𝑅bias (5.4)

with 𝑅bias being the sum of all resistors:

𝑅bias = 24kΩ + 2kΩ + 2𝜋𝑓 ⋅ 1𝜇H. (5.5)

For a frequency 𝑓 = 100MHz the total resistance of the detector circuit is 𝑅bias = 26 600Ω.
To obtain the sensitivity curve of 𝐼bias ∼ 10𝜇A, the bias voltage has to be 𝑉bias = 0.3V,
according to Eq. 5.4.
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Figure 5.14: Sketch of simple diode detector without external bias voltage. Figure from [166].

Figure 5.15: Input power is the RF input power applied to the detector circuit, the output voltage appears over R4A.
Right: Detector transfer curve. Left: Slope of the transfer curve 𝛾 versus input power. Figures from [166].

In Figure 5.16 the response of the diode circuit to an air shower pulse is shown. The air
shower pulse is no longer fastly oscillating, but has a global minimum near the peak of
the input pulse and a small maximum after the pulse. The width is about the same as in
the input pulse. The diode pulse has the highest amplitude at negative values. Therefore,
the threshold of the trigger must be negatively exceeded, e.g. pass a minimum.

Figure 5.16: Output of the trigger circuit for a low amplitude air shower signal with a bias voltage of 1V.

Performing an amplitude scan with a simulated cosmic ray pulse including the antenna
response suggests indeed the square-law dependence. Figure 5.17 shows the absolute
maximum of the diode output over the squared absolute maximum of the input pulse.
The measurement ranges from 10mV to 50mV.
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Figure 5.17: Amplitude scan with a cosmic ray pulse for different bias voltages (color code) and temperature (line
style). The x-axis shows the square of the absolute maximum input pulse, the y-axis indicate the absolute maximum
of the diode response.

5.2.2 Implementation in the Radiant

Each channel of the Radiant has a trigger with a diode detector. The measured analog
signal is not digitized until it fulfilled the trigger conditions, implying that the signal is
analog before the trigger. Therefore the signal has to be split into a signal that will be
stored and a trigger path. If the whole analog signal would be modified by the diode
circuit, it would be impossible to draw conclusions about the cascade physics behind it.
The implementation of the signal and trigger path separation is different in version 2 Ra-
diant board (V2) and version 3 Radiant board (V3). The V2 uses a directional coupler
with −10 dB (i.e. a power ratio of 1/10), the V3 uses a power splitter with −3 dB (power
ratio of 1/2). Therefore, the amplitude in the trigger path is a factor of √5 higher in
the V3 board than in the V2. In Figure 5.18 a comparison between diode output at test
point T3 of the version 2 Radiant board and V3 is shown. When injecting a pulse
with a maximum around 100mV, the diode output of the V2 board has an extremum at
∼ 25mV, while the V3 has a yield around ∼ 360mV. The amplifier noise is expected to
be around 10mV. Because of the different splitting ratios, the amplitude of the input
pulse is different for each version and accesses a different sensitivity range of the diode.
Therefore, it is difficult to trigger with the V2 at small signals. The additional oscillations
at the diode output compared to the diode board can be caused by standing waves in the
cables.

Currently all stations operate with a version 2 Radiant board (V2), this will change in
the 2024 season, when all stations (old and new) will be equipped with the version 3 Ra-
diant board (V3).

For the nine surface channels an additional lowpass filter at 200MHz is implemented
after the splitter and before the diode detector. Simulation studies suggested, that the
80MHz to 180MHz band is optimal to improve to sensitivity towards air shower signals
over the radio background from the Galaxy [167]. The output of the trigger path in a
V3 board on an air shower signal and pure thermal noise is shown in Figure 5.19. While
the output of the diode exceeds the amplitude of the input signal (∼45mV), the output
on thermal noise at ∼10mV is about 5mV. This is probably due to the dynamic range
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Figure 5.18: Comparison of diode characteristics as measured in the Radiant. The blue line is the input comic ray
pulse, the orange line is the output of the diode in the version 3 Radiant board (V3) and green the output after the
diode of the V2. The input pulse is split from the signal path with −10 dB V2 and −3 dB in V3.
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Figure 5.19: Output of the trigger path on a V3 board at testpoint T3 for a low-SNR air shower signal (left) and pure
thermal noise (right).

of the diode and the bias voltage, as well as the signal shape, which is less impulsive for
thermal noise.

To trigger, the falling edge of the diode output must pass the threshold (edge check). To
also suppress random noise in the field, a two-out-of-three coincidence for the upward-
facing antennas and a two-out-of-six coincidence for the downward-facing antennas is
required within a time window of 60 ns.
The threshold criterion is evaluated by a discriminator. A discriminator is a combina-
tion of a fast comparator and a 1-shot circuit. When the signal passes the threshold, a
fixed width output is provided which can then be used for coincidence checking. In the
Radiant, the LVDS (Low-Voltage Differential Signaling) comparator inputs of a FPGA
are used, which has the advantage of high gain bandwidth, low electromagnetic interfer-
ence, and ultra-low power consumption compared to discrete systems with comparable
functionality [168]. To match the common mode of the LVDS input, the analog diode
output is added to a voltage of 1.2V [162] and connected to one pin of the differential
pin pair (positive and negative pins). The other pin receives the threshold voltage from
the FPGA. Since the FPGA cannot provide direct voltage, the threshold is provided via
pulse-width modulation (PWM) and then fed through a capacitor, which blocks the high
frequencies. The trigger decision is based on the direction of the current flow between
the differential pins. Ideally, the output of a comparator becomes high i.e. triggers true,
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Figure 5.20: Threshold scan of several channels (see color code) of the Radiant. The scan was performed on noise of
a Surface board in the laboratory at room temperature. The threshold is a voltage that matches the voltage level at
the FPGA input. Left: version 2 Radiant board (V2). Right: version 3 Radiant board (V3).

when the positive input is more positive than the negative input and vice versa. The
data sheet does not describe very well how exactly the properties of the comparators
are with such small voltage differences [169]. Therefore, a calibration in the laboratory
is needed. A trigger decision by the FPGA can be made every 1.25 ns [162]. The logic
checking for coincidences within a time window is also handled by the FPGA.

The trigger is designed to adjust to a trigger rate < 1Hz to keep the overall data rate
low. This is done by setting a scaler goal according to which the threshold is adjusted.
A lower threshold results in a higher trigger rate, because it is easier for the negative
extremum to pass. The scaler is a count of the number of times the diode output is below
the threshold (level check) per scaler count period (typically one second). The difference
to the trigger rate is, that the trigger is based on an edge-check, i.e. the signals falling
edge has to pass the threshold and go from low to high, whereas the scaler compares
the levels and also counts high-high. The threshold is set separately for each channel.
Measurements have shown, that the same threshold results in different sensitivities per
channel.

In order to test the threshold servo a Surface boardwas combinedwith a Radiant in the
laboratory and a threshold scan was performed, see Figure 5.20. The noise is expected
to be the same for all channels, therefore the sensitivity of the channels should be the
same at the same Radiant scaler. Since the output of the diode in the V2 is much more
unstable, the spread of the scaler versus threshold is much larger. For the V3, the noise
seems stable and a sharp rise of the scaler can be seen at defined threshold values, which
influences the trigger performance.

5.2.3 Radiant trigger performance

To determine the trigger efficiency, test pulses must be selected. This was done based
on the findings for the cosmic ray search [170]. Three templates with a Gaussian pulse
of different width 𝜎w as the input electric field and the impulse response of the system
cover almost the complete parameter space used for the cosmic ray search [170]. For
the trigger efficiency the VEL of the LPDA was convolved with the electric field of an
air shower, the Surface board is part of the measurement setup. The three different
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Figure 5.21: Three cosmic ray templates (bright color) and the subsequent output of the trigger path (faint color).
The templates are created with a Gaussian function of different width 𝜎w (as stated in the legend) and the VEL of the
antenna (LPDA).

templates and the corresponding output of the trigger path are shown in Figure 5.21.
The outputs of the different templates vary only slightly in shape. The maximum input
amplitudes differ by 3mV, the resulting minima by 45mV. This can mostly be attributed
to the board noise of 10mV.

The setup for the trigger efficiency measurements consists of an external signal genera-
tor, i.e. the 81160A Pulse Function Arbitrary Noise Generator, which can be programmed
with an arbitrary pulse, i.e. the cosmic ray template. Two outputs of the generator are
used. Both outputs are attenuated by −60 dB and then fed into the Surface board which
has an amplification of 60 dB. The attenuation is necessary because the output of the sig-
nal generator is limited to 50 m𝑉pp, the input to the Radiant should not exceed 1.2 𝑉pp.
One of the outputs is then connected to the RF input of a Radiant channel and used
as a reference channel. The other output is connected to a RF switch that distributes
the signal to the RF input of one of the nine surface channels which is then the channel
under test. The RF switch is detailed in Section 5.3. The trigger efficiency is measured
by injecting 100 pulses of the same amplitudes into the channel under test, and a refer-
ence pulse with a high amplitude to the reference channel. The Radiant then triggers
on the channel under test without coincidence requirements. The trigger efficiency is
determined by counting true triggers that occur in close proximity to the reference pulse
to avoid random noise triggers. The number of counts is then divided by the number of
injected pulses. If the trigger efficiency is > 0, the waveform is recorded by the Radiant
and can be analysed to obtain e.g. the signal to noise ratio (SNR).

The triggered pulse is always stored in the second half of the waveform with a total of
2048 samples, making it possible to distinguish between signal samples and noise sam-
ples. In Figure 5.23 example pulses in the channel under test and the reference channel
with a higher amplitude are shown. Since signal and trigger path are split and only the
signal path is stored this is not the quantity on which the trigger is applied, but which
is accessible for further analysis.

For the cosmic ray trigger efficiency measurement, the threshold is selected according
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Figure 5.22: Picture of the setup in the laboratory with the Radiant in the middle right, connected to the small
controller board. On the left is the external signal generator, a power source, and an oscilloscope.
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Figure 5.23: Three example pulses recorded with the Radiant. The left column shows the channel under test with
a small amplitude and the right column shows the same pulse with a high amplitude as measured in the reference
channel. The vertical lines indicate the selected samples for noise (0-800) and signal (1500-1800).
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Figure 5.24: Trigger efficiency of the V3 board, measured for 100 cosmic ray pulses each, with increasing amplitudes
near to thermal noise at a trigger threshold corresponding to a Radiant scaler of 10. Left: Shown as function of
amplitude from the external signal generator. Right: As function of SNR. The signal is evaluated in the trigger band
of 80MHz to 200MHz, then power is taken and integrated over a time window of 11 ns. From the whole processed
waveform the maximum has been taken.

to the scaler goal of 1Hz in the field. Since the coincidence criterion reduces the over-
all trigger rate, the threshold is evaluated at a scaler of 10Hz. For the measurements,
no coincidence is required. In Figure 5.24 (left) the trigger efficiency curve over input
amplitude at the external signal generator is shown. The different curves vary for the
different channels, which might originate from the threshold setting. The trigger rate
for channels 14, 18 and 19 is already high at low amplitudes, suggesting, that they are
in the thermal noise. The trigger threshold for channels 12, 13, 15 seems to be more fa-
vorable to suppress noise triggers. Threshold servoing in the field should ideally result
in trigger curves like those of channels 12 and 15, channel 13 seems slightly unstable at
towards low SNR values

The recorded waveforms are further analyzed. In order to match the behaviour of the
trigger path, the waveform has been filtered to the trigger band of 80MHz to 200MHz.
The trigger is sensitive to the power of the voltage and integrates the signal over time,
therefore the amplitudes has been squared and integrated over time the capacity needs
to charge, i.e. Δ𝑡 = 11 ns:

𝑃int =
𝑖+Δ𝑡
∑
𝑖
𝑉 2𝑖 = 𝑉 2Δ𝑡 (5.6)

The waveform of 𝑖 samples is transformed to power integrated intervals 𝑗. The number
of power integrated intervals 𝑛𝑗 is then the number of samples 𝑛𝑖 minus the number of
samples per time interval 𝑛Δ𝑡 , which depends on the sampling rate 𝑓𝑠:

𝑛𝑗 = 𝑛𝑖 − 𝑛Δ𝑡 = 𝑛𝑖 − 𝑓𝑠 ⋅ Δ𝑡 (5.7)

The standard deviation of the noise is evaluated for the first 800 samples of the waveform
(corresponding to 333 ns). The triggered quantity is always stored in the second half of
the waveform, therefore the first 800 samples should contain no signal. The standard
deviation 𝜎 is then the square root of the average of the squared deviations from the
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mean, i.e.,

𝜎 =
√

1
𝑛

𝑛
∑
𝑖=1

(𝑥𝑖 − 𝑥)2, with 𝑥 = 1
𝑛

𝑛
∑
𝑖=1

𝑥𝑖. (5.8)

where 𝑥𝑖 is the value of a sample, 𝑛 is the number of samples, and 𝑥 is the mean value.

The signal to noise ratio SNRpower int for the power integration is defined as the maximum
of the power integrated trace 𝑃int max (given bei Eq. 5.6 divided by the standard deviation
(Eq. 5.8) of the first 𝑛noise = 800 samples (333 ns) of the power integrated trace 𝜎power int:

SNRpower int =
𝑃int max

𝜎power int noise

= max𝑗(𝑉 2Δ𝑡,𝑗)

√
1

𝑛noise
∑𝑛noise

𝑗=1 (𝑉 2Δ𝑡,𝑗 − 𝑉 2Δ𝑡,𝑗)
2

= max𝑗(∑𝑖+Δ𝑡
𝑖=𝑗 𝑉 2𝑖 )

√
1

𝑛noise
∑𝑛noise

𝑗=0 (∑𝑖+Δ𝑡
𝑖=𝑗 𝑉 2𝑖 − ( 1

𝑛noise
∑𝑛noise

𝑖=𝑗 ∑𝑖+Δ𝑡
𝑖=𝑗 𝑉 2𝑖 ))

2

(5.9)

In Figure 5.24 (right) the trigger efficiency as a function of SNRpower int from the triggered
waveforms is shown. The differences between the channels still persist and probably
result from the threshold settings, whichwere obtained in the threshold scan. The spread
could be taken as an indication of the uncertainties of the threshold servoing.

To understand the influence of changes in noise on the SNRpower int the distributions for
the signal, noise and SNRpower int are shown in Figure 5.25 top row. The spread of the sig-
nal increases towards higher amplitudes, where more events have been recorded, while
the noise remains relatively constant. The signal to noise distribution is therefore quite
similar to the signal distribution, with an uncertainty of ∼8 SNRpower int for small ampli-
tudes.

In order to also obtain the SNRpower int for pulses that do not trigger, a second measure-
ment has been done. Here, the trigger was set on the reference channel and at a fairly
insensitive threshold to avoid noise trigger. Once the data was stored the channel under
test was analyzed and the SNRpower int was calculated according to Eq. 5.9. The distribu-
tion is shown in Figure 5.25 bottom row. In the direct comparison the quantities from
the triggered events and the ones obtained by triggering on the reference channel do
not vary a lot. The waveforms obtained by triggering on the reference channel contain
more events, especially at the lower amplitudes, the distributions are therefore clearer
separated. The SNRpower int values stated in the legend agree within their uncertainties.
The triggered waveforms do not seem to have a special property, therefore it seems
legitimate to obtain the input amplitude to SNRpower int in a separate measurement.

To get an idea, which parameters influence the trigger efficiency, temperature, thresh-
olds and bias voltages will be tested. For each setting and a linear conversion from
signal generator amplitude to SNR will be obtained and used. To make weaker assump-
tion about the pulse form a different definition for signal and noise will be used. The
signal is defined as maximum peak-to-peak amplitude, calculated in a sliding window
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Figure 5.25: Distributions of signal (maximum of samples 1500-1800, left), noise (standard deviation of samples 0-800,
center), and SNRpower int (right) as determined by analyzing the power-integrated waveforms in the trigger band of
80MHz to 200MHz of channel 12 as recorded by the Radiant. The top row consists of waveforms that were triggered,
the bottom row consists of waveforms where the trigger was set on the reference channel. The definitions of signal
and noise are explained in the text. The color code indicates the injected amplitude at the external signal generator
and is the same for all plots, the dashed line indicates the mean for each distribution. The dotted line indicates the
SNR value for pure noise.

of 30 samples (12.5 ns) within sample 1400 and 1900 to account for the sliding window.
The noise 𝜎V noise is evaluated for the first 800 samples of the waveform (corresponding
to 333 ns) according to Eq. 5.8, where 𝑥𝑖 is the ADC count of the sample. The SNR is
calculated according to

SNR = 𝑉pp

2 ⋅ 𝜎𝑉noise
= 𝑉pp

2 ⋅ √
1

𝑛noise
∑𝑛noise

𝑖=1 (𝑉𝑖 − ̅𝑉 )2
. (5.10)

The SNR of pure noise is higher than one and depends on the maximum peak-to-peak
amplitude of the noise. A comparison for the same data set discussed in Figure 5.25
of the ’simple’ SNR of triggered waveforms and the ’simple’ SNR obtained in a second
measurement are shown in Figure 5.26. The distributions are again pretty similar. The
mean SNR value differs most at small amplitudes, where the sample size is small (n = [9,
5, 5, 12, 21] for amplitudes 50mVpp to 100mVpp) due to the low trigger efficiency. For
input amplitude of 60mVpp the pure noise SNR is higher for triggered events than for
the waveforms obtained by triggering on the reference channel. This value is close to the
noise and could be an upward fluctuation. The same holds true for input amplitude of
50mVpp and 70mVpp, where the SNR is higher than for 100 externally triggered events.
Therefore the SNR values obtained in a second measurements are only comparable for
SNRwell above the pure noise, where both distributions agree within their uncertainties.
In comparison to the power integration definition SNRpower int, the SNR values are lower,
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Figure 5.26: Comparison of the ’simple’ SNR described in Eq. 5.10 in the full band of 80MHz to 800MHz. The data set
and color code is the same as in Figure 5.25. Left: Events that triggered. Right: Events that were recorded by triggering
the reference channel.
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Figure 5.27: Left: Radiant input pulse (first) and diode output at test point T3 (second) measured with an oscilloscope
for different pulse shapes. Right: Trigger efficiency at a threshold of 0.92V for a Radiant V3 for different pulses as
indicates in the legend as function of peak-to-peak amplitude at the external signal generator (SG).

indicating a worse separation between signal and noise. This is expected, since the
power integration analysis in the trigger band of 80MHz to 200MHz was optimized
on the signal of cosmic ray pulses. The SNRpower int is therefore preferred for trigger
simulation, while the ’simple’ SNR is easier to apply to recorded data. In the following
SNR always refers to the ’simple’ SNR = 𝑉pp

2⋅𝜎V noise
according to Eq. 5.10.

In Figure 5.27 the trigger efficiency at a threshold of 0.92V for two different cosmic ray
templates and three sine waves are shown. The three sine waves reaches 100% efficiency
first, but there is also a difference between the two cosmic ray templates. The differences
could originate from the settings in the external signal generator, i.e. the peak-to-peak
amplitude is easier to set for a symmetric pulse as it is for the cosmic ray templates.
Therefore it is necessary to analyze the recorded data.

The SNR was obtained in a second measurement, with the trigger set on the reference
channel as described before. The relation for amplitude at the external signal generator
to SNR according to Eq. 5.10 is shown in Figure 5.28. It clearly shows, that the recorded
SNR is different for the three templates and the spread of SNR per amplitude is relatively
large. The conversion function from signal generator amplitude and SNR has been ob-
tained with a linear fit:

𝑓lin(𝑥) = 𝑎 ⋅ 𝑥 + 𝑏 (5.11)
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Figure 5.28: Left: Measurement of the signal to noise ratio (SNR) at different amplitudes as set at the external signal
generator (SG). The color code indicates the pulses injected. Right: Trigger efficiency as function of SNR obtained left.
The solid lines is the fit function described in the text.

In the resulting trigger curve, the two cosmic ray templates are now almost identical
and reach 100% efficiency at lower SNR values as the three sine pulses. This might be
due to the different frequency content of the pulses and the trigger band, which is op-
timized for cosmic ray pulses. In order to make the trigger efficiency measurements
comparable when testing multiple boards, they have been fitted with a hyperbolic tan-
gent function:

𝑓tanh(𝑥) = 1
2(tanh(

𝑥 − 𝑏
𝑐 ) + 1) (5.12)

The same two measurements (obtaining a conversion for SNR and trigger efficiency)
were taken for the cosmic ray template 2 with a threshold of 0.92. The result is shown in
Figure 5.29. The slope of the linear fit of SNR over the signal amplitude is nearly identi-
cal for all surface channels, small variations could occur due to the switch used and will
be further investigated in Section 5.3. The largest difference is in the trigger efficiency
between the channels, with channel 20 being the least sensitive. When comparing the
channels per date, the variation in trigger efficiency is negligible. The sensitivity to the
trigger threshold seems to be a characteristic of each channel and needs to be calibrated.
Therefore, when comparing different pulses, temperatures, etc., it is important to com-
pare per channel.

In Figure 5.30 the trigger curves for cosmic ray template 2 at different thresholds are
shown. The trigger becomes more sensitive at higher thresholds, because it is easier
for the minimum to exceed. A different threshold seems to change the SNR sensitivity
but not the shape of the curve. This happens when changing the diode bias voltage, a
bias voltage of 0.8V leads to the highest trigger efficiency around 4.3 SNR but yields a
slightly lower value at a SNR of 4.6. The rise is less steep for this value. The theoretical
determined value according to Eq. 5.5 of 0.3V sits in the middle. All tested bias voltages
achieve 100% trigger efficiency at an SNR of 5. Therefore the diode bias voltage of 0.8V
is favorable, since it provides the highest sensitivity at low SNR.

Changing the temperature to 0 °C improves the trigger efficiency slightly (0.1 SNR) com-
pared to room temperature. A typical operation temperature of the Radiant is between
−10 °C to 10 °C.
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Figure 5.29: Left: Comparison of the amplitude conversion slope for the surface channels of one board. Right: Trigger
efficiency scan for all surface channels (color code) taken at two different dates as stated in the legend. The solid lines
is the hyperbolic tangent fit function described in the text.
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Figure 5.30: Trigger efficiency as function of SNR for different threshold values (left) and different diode bias voltages
(right) as indicated in the label. The measurements were performed with a V3 Radiant, template 2 as input pulse at
a default diode bias voltage of 1.25V and default threshold 0.92V at room temperature. The conversion from signal
generator amplitude to SNR was obtained in a second measurement.
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ments were performed with a V3 Radiant, template 2 as input pulse at a threshold of 0.9V with a diode bias voltage
of 1.25V. The conversion from signal generator amplitude to SNR was obtained in a second measurement.
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In summary, the Radiant trigger is able to trigger on cosmic ray signals close to thermal
noise, given a well adjusted threshold. Unfortunately, the threshold cannot taken as ab-
solute but has to be adjusted for each channel. It seems difficult to model the exact shape
of diode output as it has been done for the tunnel diode of the ANITA experiment [171],
given that the behaviour is not linear, the sensitivity of the LVDS input at small voltage
differences is unclear and the measurement already show huge differences between the
channels, although the same components are used according to the circuit diagram [162].
Therefore the influence of threshold, diode bias voltage, pulse shape and temperature
have been measured. A trigger efficiency curve for cosmic ray pulses was obtained on
which the trigger simulations will be based. This exact implementation will be part of
Section 6.3.2. The trigger efficiency measurement is part of the pre-deployment testing.
All version 3 Radiant board (V3) and channels will be tested with cosmic ray template 2
at a threshold of 0.92V with a bias voltage of 1.25V, which was the default value for the
version 2 Radiant board (V2). The results will show the deviations from board to board
and give a handle on the uncertainties to expect. The procedure and results are detailed
in Section 5.3.

5.3 Pre-deployment testing of the Radiant

To ensure the functionality and performance of the Radiant board and their trigger in
the field, 13 V3 boards were tested at the laboratories of Erlangen Centre for Astroparti-
cle Physics (ECAP) and Deutsches Elektronen-Synchrotron (DESY). In the following the
performed tests are listed and briefly explained. The performance tests give an indica-
tion of the modeling of the Radiant trigger and are therefore discussed in detail.

Testing was conducted in three test suits focused on environmental, functional and per-
formance testing. The software written for the testing is available at github [172]. The
test results are stored and displayed in the RNO-G hardware database [173]. An overview
over the test procedure is given in Table 5.2. The test procedure started with a thermal
shock test in a climate chamber. Each Radiant board (turned off) underwent five tem-
perature cycles from −40 °C to 100 °C to simulate aging and test for broken connections
and bad solder joints. The Radiant board was then powered up from the controller
board at room temperature and the LAB4D chips were time-tuned. Functional and per-
formance tests were performed at room temperature and 0 °C. After each temperature
change, the time tuning was repeated. Due to time constraints, only functional tests
were performed at −20 °C. Typical operating temperature is between −10 °C and 10 °C,
depending on the season. Once the board is turned off, it no longer provides heat and
the temperature can drop to −35 °C. Therefore, a cold boot test has been performed at
−30 °C to ensure that the station can be powered up from the cold.

The functional tests include ten different procedures listed in Table 5.3. They test the
power drawn by the system (SystemPower) and the Radiant (RADIANTPower), the
communication between the controller board, the Radiant (uCComms) and the FPGA
(FPGAComms), and the functionality of the LAB4D ASIC (LAB4DTune, LAB4DGlitch,
BiasScan and WindowStability). The on-board sine wave generator is used at 90MHz,
240MHz and 510MHz (SigGenSine andHarmonicDistortion) testing the analog channels
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Figure 5.32: The Radiant and the controller board in the climate chamber, with all 24 RF inputs connected to cables.

and the front-end noise spectrum is recorded and analyzed (FrontEndNoise). Due to
different controller board versions the SystemPower test was not always performed.

The performance tests stated in Table 5.4 were done using the same setup described
previously for the Radiant trigger efficiencymeasurements (Section 5.2.3). The external
signal generator (81160A Pulse Function Arbitrary Noise Generator) was programmed
with the cosmic ray template 2, shown in Figure 5.21. Two outputs of the signal generator
were then attenuated by−60 dB and fed into the Surface board. One output is connected
to the RF input of a Radiant channel and used as a reference channel. The other output
is connected to a RF switch that distributes the signal to the RF input of one of the 24
channels which is then the channel under test.

The RF switch consists of four small circuit boards, each with one input and eight out-
puts that can be selected by the on-board binary decoder circuit [174]. The boards are
combined so that three boards are connected to the 24 channels of the Radiant, and
one board is used to distribute the input signal to the other three boards. All four boards
are powered and controlled by a microcontroller accessible via Python. A picture before
assembly is shown in Figure 5.33. The gain and group delay of all 24 path have been mea-
sured, see Figure 5.34. The first circuit has the biggest influence on the gain, as three set
of curves are visible. The group delay is between 11 ns to 13 ns. The switch is necessary
to test all 24 channels in the chamber without having to manually connect each cable to
the external signal generator.

First, the SignalGen2LAB4D was run, injecting 100 cosmic ray pulses into the RF input
of the channel under test and into a reference channel. While the amplitude was in-
creased in the test channel (200mVpp, 300mVpp, 500mvps, 900mVpp), the amplitude
on the reference channel was constant at 900mVpp. The waveforms were recorded with
the Radiant, the trigger was on a threshold of 0.9V without coincidence triggering on
the reference channel. The recorded data was analyzed, calculating the SNR according
to Eq. 5.10. The 𝑉noise rms was evaluated for the first 800 samples of the waveform (corre-
sponding to 333 ns) using Eq. 5.8. This can be done, because the trigger time is always
saved in the second half of the waveform consisting of 2048 samples (see also Figure
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Table 5.2: Overview of test procedure for the Radiant V3. Detailed description in the text.

test procedure temperature

thermal shock test −40 °C to 100 °C
bring up & time tuning room temperature
functional tests
performance tests

time tuning 0 °C
functional tests
performance tests at

time tuning −20 °C
functional tests

cold boot −30 °C

5.23). The peak-to-peak amplitude of the signal was calculated in a sliding window of
30 samples (12.5 ns) within sample 1400 and 1900 to account for the window time. The
result for one board is shown in Figure 5.35. The linear fit according to Eq. 5.11 was
performed, where the fit parameter were used as pass/fail criterion. Channel 0 clearly
fails the test. The spread of the measured SNR increases with higher input amplitudes.

The results for all boards and channels are shown in Figure 5.36. The distributions be-
come wider as the input amplitude increases. The differences between the measure-
ments taken at 0 °C (dashed line) give slightly lower SNR values at all amplitudes. The
minimum standard deviation is 0.5 SNR, which can be interpreted as the uncertainty of
the SNR measurement. At the highest amplitude it is about 0.9 SNR. By highlighting the
different boards and channels tested, as in Figure 5.37 left and right, it can be seen that
most boards give similar SNR values. Board ULB-007 has the lowest SNR value, due to
the broken channel 0. Some channels (e.g. 22, 23) seem to perform better than others
(e.g. channel 1, 2).

The recorded waveforms were further analyzed for the FrontEndResponse test. A ref-
erence template of the injected pulse was created using the average of 100 waveforms
measured with a reference Radiant. The measured waveforms at different amplitudes
were cross-correlated with the template in a correlation window of 200 ns according to

xcorr = max(𝜌(Δ𝑛)) = max( ∑𝑚
𝑖 (𝑉1)𝑖 ⋅ (𝑉2)𝑖+Δ𝑛

√∑
𝑚
𝑖 (𝑉1)2𝑖 ⋅ √∑

𝑚+Δ𝑛
𝑗=Δ𝑛 (𝑉2)2𝑗

) (5.13)

where V1, V2 are the data and template voltage traces and Δ𝑛 is the number of samples
by which the two traces are shifted relative to each other [170].

Figure 5.38 shows one waveform per injected amplitude. The black pulse at the begin-
ning of the trace is the reference template and not recorded in the measurement. Chan-
nels 5 and 15 have block offsets. The exact cause of the block offsets is unclear, they seem
to be related to the readout window, and might be a result of an unstable bias voltage in
the intermediate storage array. In channel 7 the amplitudes are too small, Channel 13 is
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Table 5.3: Overview of functional tests performed with the Radiant V3.

id name procedure purpose

FT1
System-
Power

Read voltages and currents from
controller board

Verify that Radiant is running
and that current draw is within
reasonable boundaries

FT2 uCComms

Read board manager (BM) BM_-
ID and BM_DATEVERSION
via the serial Consistent Over-
head Byte Stuffing (COBS)
connection.

Verify serial communication be-
tween Radiant and microcon-
troller on controller board works
properly

FT3
Radiant-
Power

Read board manager status and
board manager analog inputs

Verify voltages on the Radiant
board

FT4
FPGA-
Comms

Read FPGA_ID and FPGA_DAT-
EVERSION registers

Verify slow communication to
the FPGA through the microcon-
troller works properly

FT5
LAB4D-
Tune

Read out seam / slow sample
Verify that tuning of ΔTs on all
(24) LAB4Ds is correct

FT6
LAB4D-
Glitch

Compare voltage differences at
the boundaries of a readout win-
dow to check if the signal is con-
tinuous

Confirm there is no switching in
the readout order of the windows
(glitching)

FT7 BiasScan
Checks if the DC voltage response
of each capacity in the main stor-
age array is linear

Verify linear response of each dig-
itizing cell/sample

FT8
FrontEnd-
Noise

Measure noise spectrum with no
input connected

Check of analog front-end quality

FT9 SigGenSine
Use on-board sine wave generator,
record and fit sine waves

Check signal generator function-
ality and validate front-end qual-
ity

FT10
Window-
Stability

Use on-board sine wave genera-
tor and measure the power dis-
tribution of the sine wave in the
same readout window over sev-
eral events

Check that all windows have
equal properties

FT11
Harmonic-
Distortion

Use on-board sine wave generator
and checks the power of the har-
monics in the frequency domain

Verify that the internal signal gen-
erator works properly and vali-
date front-end quality
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Figure 5.33: Picture of the RF switch before assembling, therefore the cables are missing. The four RF boards with
nine SMA (Sub Miniature version A) connectors are controlled by a micro controller, here an Arduino nano, which
sits on the highest level in the case. The case is 3D printed. The input signal is fed into the first board and is then
distributed to the three lower boards, which have to be connected to the RF input on each Radiant. The route to a
certain channel is then selected from a computer which controls the Arduino.
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Figure 5.34:Measurement of the RF switch between input and output each of the 24 channel paths. One circuit board
can switch between eight channels, therefore three group of eight channels can be distinguished and are color coded.
Left: Gain. Right: Group delay.

Table 5.4: Overview of performance tests performed with the Radiant V3.

id name procedure purpose

PT1
SignalGen-
2LAB4D

Inject cr pulse with different am-
plitude and analyze amplitude
from LAB4D

Verify that waveforms are
recorded correctly and increase
linearly with amplitude

PT2
FrontEnd-
Response

Compare recordedwaveform of cr
pulse between channels

Verify waveforms are comparable
between all channels

PT3
AUX-
Trigger-
Response

Inject cr pulse with different am-
plitudes and determine the trigger
efficiency at a fixed threshold

Verify that the Radiant trigger is
working properly
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Figure 5.35: Display of the results of the SignalGen2LAB4D test for the ULB-007 board. The x-axis shows the peak-
to-peak amplitude of the cosmic ray pulse at the external signal generator. The y-axis shows the SNR of the recorded
waveforms, calculated according to Eq. 5.10 and Eq. 5.8. The green frame indicates that the channel passed the test,
i.e. the linear fit parameters are within the expected values. Channel 0 clearly fails the test.
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Figure 5.36: Distribution of SignalGen2LAB4D test results for all channels and board. The color code indicates the
input temperature at the external signal generator, the line style indicates the temperature (solid = room temperature,
dashed = 0 °C. Left: Distribution of signal to noise ratio (SNR). Right: Distribution of the standard deviation of the SNR
values shown on the left.
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Figure 5.37: Results of the SignalGen2LAB4D at 0 °C, where the color code indicates the tested board (left) and the
channel (right).
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Figure 5.38: Display of 1 of 100 recorded waveforms per amplitude analyzed for the SignalGen2LAB4D and the Fron-
tEndResponse test for the ULB-002 board. The black pulse at the beginning of each waveform is the reference template
pulse. Blue corresponds to a waveform with an input pulse of 200mVpp at the external signal generator, orange to
300mVpp, green to 500mVpp, and red to 900mVpp. The color of the frame indicates whether the FrontEndResponse
cross-correlation value for at least one waveform is outside the expected range (red) or all are within the expected
range (green).

clearly broken. In Figure 5.39 all traces are normalized to one to make it easier to com-
pare the pulse shape. The black pulse at the beginning is again the reference template.
In general, the correlation is better for pulses with a higher amplitude. Channel 1 has a
higher overall amplitude, which is due to the direct connection of Surface board to RF
channel input, all other channels are fed through the RF switch. The cross-correlation
value was used as a pass/fail criterion. The red frame indicates that at least one cross-
correlation value (out of the four different amplitudes injected) was outside the expected
range.

In Figure 5.40 the results for all channels and board are shown. The temperature at
which the measurements where take does not seem to influence the cross-correlation
value significantly (left). Therefore all temperatures are shown in the middle and left.
Board ULB-002 has a very bad cross-correlation value, as many channels failed the tests
(see Figure 5.39). Channel 1 has a better cross-correlation value which is due to the
direct connection to the Surface board without the switch, which also result in a higher
overall amplitude.

For each of the surface channels (channel 12-20) the diode trigger was tested at a thresh-
old of 0.92mV without coincidence. The procedure is the same as described in Section
5.2.3. 100 cosmic ray pulses are injected at the same amplitudes. The true triggers were
counted if they occur in proximity (±62.5 ns) to the reference pulse. The trigger effi-
ciency is the counted triggers divided by the number injected pulses. The trigger effi-
ciency curve was then fitted with a hyperbolic tangent according to Eq. 5.12. The fit
parameters were used as pass/fail criterion. In Figure 5.41 the result for one board are
shown. As previously noted, channel 20 has a later turn on while channel 19 has the
earliest turn on in this measurement. In Figure 5.42 the measurements for boards with-
out broken channels are shown. The difference of channel 20 to others is still visible.
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Figure 5.39: Same data as in Figure 5.38. Here the waveforms are normalized to one to obtain a cross-correlation value.
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Figure 5.40: Display of the FrontEndResponse test results for all boards and channels. The cross-correlation value
xcross is calculated according to Eq. 5.13. Left: The color code differentiates the board, the data includes all tempera-
tures and channels. Right: The color code differentiates the channels, the data includes all temperatures and boards.



5.3 Pre-deployment testing of the Radiant 67

Figure 5.41: Display of the results of the AUXTriggerResponse test for board ULB-14. The solid line is the fitted
hyperbolic tangent as in Eq. 5.12.

When comparing the SNR value where the trigger efficiency reaches 50%, the average
of channel 20 over all boards considered is ∼ 1.5 SNR points higher than channel 19. In
the field, these differences in sensitivity can be adjusted with the threshold setting. At
cold temperature the trigger efficiency is around 0.3 SNR points better. The standard
deviation is roughly at around 0.3 SNR. This is an irreducible uncertainty on the trigger
setting.

Themain purpose of the testingwas to select at least seven boardswhich can be deployed
in the field. After some iterations with the manufactures to replace parts, nine boards
were shipped for integration to Chicago. For the trigger efficiency it became clear, that
a channel to channel setting of the threshold will be necessary in the field. At the same
threshold, the boards deviate by roughly 0.3 SNR when triggering 50% of the injected
events. This describes the uncertainties on the trigger process, e.g. diode behaviour,
discriminator.

The recorded amplitudes are quite comparable across the boards but have a standard
deviation of at least 0.5 SNR when injecting the same pulse with the external signal
generator. This includes variation of the transmitted signals and digitization, without
trigger. The variation of the amplitudes injected from the external signal generator is
assumed to be small, so 0.5 SNR is the uncertainty of the maximum amplitude along
the signal path and the digitization. The standard deviation did not change when only
triggered waveforms were considered.
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Figure 5.42: Display of the results of the AUXTriggerResponse test at 0 °C. Boards that failed all previous tests are not
shown.
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5.4 Intermediate Conclusion

The Radiant trigger is able to trigger on cosmic ray signals close to thermal noise, given
a well adjusted threshold. The trigger outcome is mainly influenced by threshold, diode
bias voltage, pulse shape, and temperature. The discriminator introduces additional un-
certainties, because the behavior at low voltages is not described in the data sheet. A
channel to channel setting of the threshold will be necessary in the field. Since the servo
adjustes the threshold continuously to a set scaler rate this poses no problem for the
operation of the detector. However, it will lead to extra work in the analysis to predict
the number of expected cosmic ray events. Using the internal signal generator in pulse
mode would provide an in-situ calibration of the trigger. At the same threshold, the
boards deviate by roughly 0.3 SNR when triggering 50% of the injected events. This can
be taken as the uncertainty of the trigger path, including diode output and discriminator.
The recorded amplitudes are quite comparable along the boards with a standard devia-
tion of at least 0.5 SNR. The analysis of one board indicates an uncertainty of 0.4 SNR.
This includes variation of the transmitted signals and digitization, without trigger.





Air shower detection 6
To predict the number of expected cosmic ray events for seven RNO-G stations, Monte
Carlo simulations are used. The particle cascade in the atmosphere initiated by a cosmic
ray is simulated together with its radio emission. The electric field is then combinedwith
the antenna pattern and the surface signal chain described in Section 5.1. The trigger
efficiency determines the final cosmic ray event rate. In the following, the simulation
chain including the particle cascade, the radio emission and the detector response is
described. The Radiant trigger as characterized in the laboratory is evaluated, leading
to an expected cosmic ray event rate. Based on the results, further implications for RNO-
G are discussed.

6.1 Monte Carlo simulations of extensive air shower and their radio
emission

A numerical Monte Carlo algorithm is used to predict the complete cascade of secondary
particles in the atmosphere and to calculate the emission and propagation of electromag-
netic radiation. The method is based on stochastic processes that depend on the inter-
action cross section of individual particles. Taking into account this probabilistic aspect
has an advantage over analytical or semi-analytical calculation methods, since the be-
havior of a particle is indeed probabilistic. In the following, the simulated air shower set
and the procedure are described.

To simulate the particle cascade the CORSIKA (COsmic Ray SImulations for KAscade)
code [105] was used. CORSIKA was developed for detailed simulation of extensive air
showers initiated by high-energy cosmic ray particles. The particles are tracked through
the atmosphere until they react with air nuclei or decay. For particle decays, all decay
branches down to the 1% level are considered.

The emission and propagation of the electromagnetic radiation from the secondary elec-
tromagnetic shower particles is computed by the CoREAS (Corsika-based Radio Emis-
sion from Air Showers) code [175]. It implements the endpoint formalism to calculate
the electromagnetic radiation of each electron and proton directly in CORSIKA. The end-
point formalism is based on the fact that all radiation from particle acceleration can be
described as a superposition of instantaneous accelerations (endpoints) [176]. From the
point of emission, the electromagnetic radiation is propagated to predefined observer
positions on the ground. The electric field contribution can be derived either in the
frequency domain:

𝐸±(𝑥, 𝜈) = ±𝑞𝑐
𝑒𝑖𝑘𝑅(𝑡′0)
𝑅(𝑡′0)

𝑒2𝜋𝑖𝜈𝑡′0
1 − 𝑛𝛽∗ ⋅ ̂𝑟

̂𝑟 × [ ̂𝑟 × 𝛽∗] (6.1)

or in the time domain:

𝐸±(𝑥, 𝑡) = ± 1
Δ𝑡

𝑞
𝑐 (

̂𝑟 × [ ̂𝑟 × 𝛽∗]
(1 − 𝑛𝛽∗ ⋅ ̂𝑟 )𝑅

) (6.2)
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These equations describe the electric field 𝐸 for an acceleration at time 𝑡 = 𝑡0 to a velocity
𝛽 = 𝑣

𝑐 = 𝛽∗. The indices ± indicate an acceleration from rest (positive) or an acceleration
to rest (negative). The charge of the particle (in CGS units) is 𝑞, 𝑅 is the distance from
the point of emission to the observer, ̂𝑟 is a unit vector in the direction of the observer,
and 𝑛 is the index of refraction of the medium. The relation between the wavenumber 𝑘
and the frequency 𝜈 is 𝑘 = 2𝜋𝜈𝑛/𝑐 (see [176]).

To simulate the radio emission, the particle trajectories are dissected into a large enough
number of these endpoints. The radio emission from each particle subtrajectory can
then be calculated individually, taking into account coherence effects at the observer’s
position. To keep the computation time reasonable for high-energy air showers, the
electron and positron distributions can be thinned. Multiple low-energy particles are
approximated by single particles of higher weight. However, this introduces artificial
coherence and thus artifacts in the resulting predicted radio signals, which is not a prob-
lem as long as these artifacts are below the typical noise level [177]. Since the relative
arrival time at an observer position must be recomputed for each position, the number
of observers has a significant impact on the overall computation time. After simulating
the radio emission, a so-called ”star-shape” grid is used for the observer positions. The
observer positions form a radial grid in the shower plane, which has the incoming di-
rection 𝑣 as normal vector, with the geomagnetic field 𝐵 as the other defining axis, see
Figure 6.2. Several interpolation methods are based on this star-shape pattern, e. g. [178,
179]

An alternative to CORSIKA and CoREAS are the simulation codes AIRES [180] for the
simulation of particle cascades and ZHAireS [181] for the prediction of the radio emis-
sion. In ZHAireS the radio emission is simulated using the ”ZHS” algorithm [182, 183].
It has been shown that the prediction of the total radio emission from both codes is in
agreement at the level of ∼ 5% [184].

6.2 CoREAS Set

For this analysis, a total of 407 air showers with protons as the primary particle
were available, generated with CORSIKA 7.6400 [105] using QGSJetII-04 [185] and
UrQMD [186] as hadronic interaction models. The radio emission is generated by the

Table 6.1:Number of showers in each shower energy interval and zenith interval. In total, 407 showers were simulated.
There are 109 air shower with energies larger 1018 eV, 31 of them arrive under a zenith angle smaller than 30°.

Shower
energy

0° −
10°

10° −
20°

20° −
30°

30° −
40°

40° −
50°

50° −
60°

60° −
70°

70° −
80°

80° −
90° Sum

1 × 1016 eV −
3.2 × 1016 eV 10 18 20 17 12 16 20 20 10 143

1 × 1017 eV −
3.2 × 1017 eV 9 16 19 19 20 20 20 20 12 155

1 × 1018 eV −
3.2 × 1018 eV 8 12 11 9 9 19 20 20 1 109

Sum 27 46 50 45 41 55 60 60 23 407
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Figure 6.1: Combination of panels with the parameters of the 407 CoREAS air showers used. Top left: Zenith arrival
angle distribution. Top right: Azimuth arrival angle distribution. Bottom left: The position indicated the arrival direc-
tion, the color code the energy of the shower. Bottom right: Shower energy distribution.

CoREAS plugin [175]. The simulations are performed on a star-shaped grid of 240
observer positions. The CoREAS simulations provide the resulting electric field per
observer position as a function of time. Protons have the largest variation in 𝑋max,
which has a large influence on the radio footprint on the ground. Therefore, simulating
only protons is rather conservative and covers different realizations of the shower pro-
file. The simulated energies and arrival directions are shown in Figure 6.1. The exact
numbers can be found in Table 6.1. Five energies have been simulated from 1016 eV to
3.2 × 1018 eV in half decade bins, the zenith angle 𝜃 is covered from from 5° to 85°, where
0° are vertical showers. Only one azimuth direction was simulated (arriving from the
east), since the magnetic field 𝐵 with declination 26.06°W, inclination 81.12° downwards,
is almost perpendicular to the surface and the plane of the azimuth angle 𝜙. To account
for the missing azimuth angles, the detector is rotated, as it will be explained in Section
6.3.2.

6.3 Event simulation chain

To make a prediction of the expected signal in the field, the CoREAS simulation must
be combined with the array layout and detector response of RNO-G. This is done using
the software framework NuRadioReco which is now part of NuRadioMC [110, 187].
The shower core of the CoREAS simulation is placed inside a rectangle encompassing
the detector array plus 1000m in each direction. Seven stations, the number currently
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deployed, were simulated in order to estimate the cosmic ray rate. Each CoREAS shower
was used to generate 50 events at 50 random core positions.

6.3.1 Simulating the electric field

The electric field is derived from the CoREAS simulations. Since the antenna positions of
the RNO-G array do not correspond to the observer position in the star-shaped grid, an
interpolation of the electric field at the antenna position is performed. This is done using
the interpolation algorithm described in [179], which reconstructs the full waveform
in time series. For this analysis, the interpolation method has been implemented in
NuRadioReco∗. The procedure of the interpolation method is summarized below.

Interpolation method

The interpolation in [179] is performed in the frequency domain, since the pulse arrival
times, polarization, and pulse shape change gradually but not linearly along the footprint.
The full spectrum at each position (𝑥𝑖, 𝑦𝑖) can be written as a combination of the absolute
amplitude spectrum |𝐹 (𝜈)| and the phase spectrum 𝜙(𝜈), where 𝜈 is the frequency:

𝐹(𝜈) = ℱ (𝐸(𝑡)) = |𝐹 (𝜈)| exp(𝑖𝜙(𝜈)) (6.3)

The amplitude is interpolated using the absolute spectrum per frequency and polariza-
tion. To exploit the rotational symmetry of the radio emission mechanism, the interpola-
tion is performed in the shower plane, expressing the positions in the (2D) shower plane
in polar coordinates (𝑟 , 𝛽). The geomagnetic emission is circularly symmetric around the
shower axis, and the Askaryan emission variation is proportional to cos(𝛽).
To perform the interpolation, the variation of the pulse energy given by the eight ob-
server positions at a fixed radius is expressed as a Fourier series. The Fourier compo-
nents are given by a Fast Fourier Transform (FFT).

The Fourier components are then expressed in (real) cosine and sine amplitudes 𝑐𝑘(𝑟𝑖)
and 𝑠𝑘(𝑟𝑖) at each simulated radius 𝑟𝑖. To obtain the radial dependence, each of the Fourier
components is radially interpolated using cubic splines.

The interpolated estimate of the footprint energy 𝑓 (𝑟 , 𝛽) at a given position is then ex-
pressed as

𝑓 (𝑟 , 𝛽) =
𝑛/2
∑
𝑘=0

𝑐𝑘(𝑟) cos(𝑘𝛽) + 𝑠𝑘(𝑟) sin(𝑘𝛽). (6.4)

The interpolation of the phase spectrum is more difficult due to its intrinsic periodicity.
For a short, coherent pulse, the phase spectrum is mainly determined by a linear function
of frequency, i.e.:

𝜙(𝜈) = 𝜙0 + 2𝜋𝜈Δ𝑡 (6.5)

where 𝜙0 and Δ𝑡 define the arrival time.

∗ https://github.com/nu-radio/NuRadioMC/blob/coreas_interp

https://github.com/nu-radio/NuRadioMC/blob/coreas_interp
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Figure 6.2: Grid of 240 observer positions on which the air shower was simulated. Left: Observer positions in shower
plane. The direction of the shower axis is 𝑣 , the direction of the magnetic field 𝐵. Right: Positions of the observers
projected onto ground. The color code shows the maximal amplitude of the electric field. The simulated air shower
arrived under a zenith angle 𝜃 = 55° with a shower energy of 1018 eV. The convention is to align the axis of the star
pattern with the magnetic field, however, the convention was not followed here.

Δ𝑡 is defined by the maximum of the Hilbert envelope and calculated in the upsampled
signal filter to a 30MHz to 80MHz band where the signal is the strongest. The phase
constant 𝜙0 is obtained by summing over the complex spectrum after taking out the
time shift Δ𝑡 , and taking the argument, e.g. the angle between the positive real axis of
the complex number and the line connecting the origin and the value of the complex
number:

𝜙0 = arg∑
𝜈
𝐹(𝜈). (6.6)

For each observer position, 𝜙0 and Δ𝑡 are obtained. Δ𝑡 can now be interpolated with
the same method as the amplitude. 𝜙0 is obtained by taking for neighboring values the
multiple of 2𝜋 that minimizes the difference, also called unwrapping. This is done first
along the radial axis and then along circles.

To obtain higher-order terms of the phase spectrum, pulse timing and phase constant are
calculated as above in a sliding frequency window of 𝜈± 25MHz. This is done up to a
cutoff frequency where the coherency drops below a threshold level and the timing can-
not be accurately timed or measured due to the weak and less coherent signal. Beyond
the frequency cutoff, the arrival time values are kept constant. For the remainder of the
phase spectrum, which is almost zero, the nearest-neighbor values are taken to ensure
that the algorithm returns the exact values at the simulated antenna locations that were
given as input

Following this procedure, for each shower and core position, the 21 antenna positions
on the ground are transformed in the shower plane with respect to the shower core.
The amplitude and phase spectrum of the signal in each polarization is reconstructed at
the antenna position in the shower plane. Afterwards, a Fourier transform is applied to
convert the interpolated electric field from the frequency domain to the time domain.
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Figure 6.3: Left: Distribution of the geomagnetic angle after the randomly changing of the azimuth. The geomagnetic
angle is the angle between the geomagnetic field and the arrival direction of the air shower. Since the magnetic field
points downwards with a deviation of ∼ 8°, the geomagnetic angle for horizontal showers is just above 80°. Right:
Obtained correction factor for the electric field amplitude based on the difference in geomagnetic angle as explained
in the text.

Azimuth correction

To account for the missing azimuth angles, in each event the antennas of the entire ar-
ray were rotated by the same random azimuth angle between 0° to 360°. Altering the
azimuth angle also changes the geomagnetic angle 𝛼geo, which is the angle between the
geomagnetic field and the arrival direction of the air shower. This affects the observed
radiation energy 𝑆obs, which is the sum of the radiation energy of the geomagnetic emis-
sion and the radiation energy of the charge-excess emission. While the radiation energy
of the charge-excess component 𝑆Askaryan does not depend on the geomagnetic field, the
radiation of the geomagnetic emission 𝑆geo scales with the geomagnetic angle 𝛼geo. There-
fore, the radiation energy and thus the amplitude of the simulated electric field must be
corrected according to [188] as:

𝑆obs(𝜃, 𝜙, 𝐵) =
𝑆geo⟂(𝐵) + 𝑆Askaryan

𝑆Askaryan + (1 − 𝑆Askaryan) sin2(𝛼geo(𝜃, 𝜙, 𝐵))
(6.7)

where 𝑆geo⟂(𝐵) is the maximal possible geomagnetic emission at which the propagation
direction 𝑣 is perpendicular to the magnetic field 𝐵.
The radiation energy scales linear with the quadratic electric field strength, the fraction
of the charge excess radiation is assumed to be zero. Therefore 6.7 simplifies to:

√𝑆obs(𝜃, 𝜙, 𝐵) = 𝐸obs(𝜃, 𝜙, 𝐵) =
𝐸max geo

sin(𝛼geo(𝜃, 𝜙, 𝐵))
(6.8)

where 𝐸 is the electric field amplitude. To modify the electric field amplitude of an
existing air shower with 𝐸1, 𝜙1 according to the new azimuth 𝜙2, the following relation
is used:

𝐸2(𝜙2) =
sin(𝛼geo2(𝜙2))
sin(𝛼geo1(𝜙1))

⋅ 𝐸obs(𝜙1). (6.9)

Since the magnetic field is nearly perpendicular (the deviation is ∼ 8°), the correction for
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Figure 6.4: Three azimuthal rotations of the array (left) and a station (right) for 0°, 45°, 90°. The dotted lines between
the station (left) and antennas (right) are for better visibility. The three markers per antenna indicate the direction
of the tines. For the simulations, only these three array geometries were used, while the antennas were randomly
rotated between 0° to 360° to account for the different geomagnetic angles.

the electric field strength is close to 1, as shown in Figure 6.3. This correction covers a
slightly larger range of the geomagnetic angle.

To also cover the array topography at different azimuth angles, three detector layouts
with azimuthal rotations of 0°, 45° and 90°were used, see Figure 6.4. With the rotation of
the detector, the antennas and the correction of the electric field amplitude, the missing
parameter space of the azimuth angles of the CoREAS simulation is now taken into
account, which affects the station coincidence, the antenna sensitivity and the electric
field strength.

Energy scaling

Air showers at ultra-high energies require long computation times and are rare in the
field due to the steeply falling spectrum. To obtain a rate prediction for energies>1019 eV,
showers at lower energies can be scaled up. This is based on the relation, that the primary
particle energy is roughly proportional to the number of electrons in the shower. As a
consequence of coherence, the amplitude of the radio emission scales linearly with the
number of electrons in the shower [98]. In this simulation set, all showers have been used
a second time with an upscaling factor of 10 applied to the primary energy and electric
field. Considering the 407 air shower, using 50 random core positions, three detector
configurations and the upscaling, a total of 122 100 events. The parameter distribution is
shown in Figure 6.5.

6.3.2 Detector simulation and Radiant trigger

Seven stations are simulated to obtain the cosmic ray rate. The upward-facing LPDA
antennas are the only antennas with relevant sensitivity to air showers. The signal re-
ceived by the antennas is amplified by the Surface board and then split into a trigger
and a signal path. The complete signal chain for the surface component is described in
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Figure 6.5: Parameter distribution of the 122100 simulated events, which are based on 407 CoREAS air showers used.

Section 5.1. The relevant quantity that determines the event rate is the trigger efficiency.
Prior to triggering, the electric field is convolved with the vector effective length (VEL)
of the antenna and the Surface board response. The changes in the signal path after
the trigger decision, such as the radiant response, are not modeled because the exact
waveform as stored in the data is not relevant to this analysis.

Radiant trigger

The trigger simulations are based on the measurements and trigger characterizations
described in Section 5.2.3. The trigger path is modeled by filtering the signal in a band
of 80MHz to 200MHz and taking a power integration, i.e. squared and integrated over
Δ𝑡 = 11 ns:

𝑃int =
𝑖+Δ𝑡
∑
𝑖
𝑉 2𝑖 (6.10)

In Section 5.2.3 the trigger efficiency is measured in relation to the standard deviation of
the noise 𝜎power int. A detailed analysis of the noise in the laboratory, in the field and the
simulations will follow in Section 6.4. In the figure on left, the standard deviation of the
power integrated noise 𝜎power int is calculated for each channel according to Eq. 5.8. In
simulations, 200 samples are stored before the trigger sample, therefore the first 130 sam-
ples (416 ns at a sampling rate of 3.2GHz) are considered noise. In Section 5.2.3 (right)
the SNR of the simple amplitude trace in the full frequency band in shown for compar-
ison. The SNR is defined according to Eq. 5.10, with the maximum of the trace divided
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Figure 6.6: Trigger efficiencymeasured for 100 cosmic ray like pulses each, with increasing amplitudes near to thermal
noise at a trigger threshold corresponding to a Radiant scaler of 10. Left: For the power integrated signal to noise
ration in the trigger band. Right: Same events shown for ’simple’ signal to noise ratio described in Eq. 5.10

by the standard deviation of the noise without power integration.

The trigger threshold is set as a multiple of 𝜎power int and therefore changes with each
simulated waveform. This is desired because the servo adjusts the threshold in the field
to a given trigger rate. The signal to noise ration SNRpower int is then the maximum of
the power integrated trace divided by 𝜎power int (see Eq. 5.9). For the Radiant V3, the
measurements show that a trigger efficiency of 50% is achieved at a SNRpower int between
10 and 37 for different channels. This range is due to the different hardware trigger
settings, which is based on a scaler of 10 in the lab, given the amplifier noise. In the field,
a performance similar to channels 12 and 15 is desired, which have a trigger efficiency of
zero, or very close to zero at pure noise to avoid high data rates and are then monotonic
increasing with SNR𝑝𝑜𝑤𝑒𝑟 𝑖𝑛𝑡 . These channels yield a threshold of 27-30 𝜎power int for the V3
board, or expressed in terms of the ’simple’ SNR a threshold of 4 𝜎 .

For the simulations the threshold was set to the 50% trigger efficiency, e.g. 30 𝜎power int,
directly at the threshold and below the trigger is counted as False above the threshold the
trigger is counted as True. Given the sharp rise and symmetric curvature near zero and
one of the trigger efficiency, this definition of the threshold allows for reproducibility
while preserving the average trigger efficiency.

The threshold triggers for the three antenna channels are then evaluated for a coinci-
dence within 60 ns. If two out of three antennas fulfil this criterion, the event is triggered
True.

6.4 Noise simulations

Three sources of noise are considered in simulations: thermal noise from the ice, thermal
noise from the system, and Galactic background emission.
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6.4.1 Components of the noise

The thermal noise from the ice is calculated using the ice temperature. The average ice
temperature is then the integral over the temperature profile weighted by the field of
view of the antenna, here expressed as the vector effective length (VEL). For the down-
ward facing antennas this results in a noise temperature of 230K. The upward facing
antennas are exposed to less ice, but also see reflections from the surface, resulting in a
temperature of ∼ 126K.
The Surface board amplifier, which is part of the surface chain, adds additional noise,
which is quantified in [189]. The noise temperature is about 80K and increases at higher
frequencies, see Figure 6.7. The cable losses add another 20K, resulting in a system noise
temperature of ∼100K.
Combining the thermal noise from ice, surface chain, and cable gives a noise temper-
ature of 230K. Since the noise from the amplifier varies little with frequency and the
other contributions are constant, the thermal noise is assumed to be constant within
frequency.

The noise temperature is used to calculate the root mean square of the thermal noise
𝑉 thermal
rms for a bandwidth of Δ𝜈 according to:

𝑉 thermal
rms = √𝑘𝐵 ⋅ Δ𝜈 ⋅ 𝑇eff ⋅ 𝑅 (6.11)

where 𝑅 is the resistance and 𝑇eff is the effective temperature. Since the thermal noise is
expected to be uniform around the antenna, no antenna response is taken into account
when calculating the pure thermal noise. As a rough estimate, the noise is applied in
a band of 50MHz to 800MHz, which corresponds to the bandpass filter in the Surface
board. With the impedance of R = 50Ω and 𝑇eff = 230K, the 𝑉 thermal

rms = 10.91 µV. The
frequency spectrum follows the Rayleigh distribution.
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The Galactic noise or diffuse Galactic radio emission is computed using the Galactic Sky
Model 2016 (GSM2016) [190, 191], which is based on the 2008 GSM model [192]. It
predicts the all-sky temperature at frequencies between 10MHz and 5THz based on 29
sky maps. The accuracy is expected to be between 5% and 15% for most frequencies.

The output of the GSM2016 map can be converted to a spectral radiance 𝐵 per solid angle
as a function of frequency 𝜈 , declination 𝛿 , and right ascension 𝛼 . For low frequencies, the
Rayleigh-Jeans law approximates the spectral radiance at a given temperature 𝑇 [193].
The spectral radiance is

𝐵(𝛼, 𝛿, 𝜈) = 2𝑘𝐵
𝑐2 𝜈2𝑇 (𝛼, 𝛿, 𝜈) (6.12)

where 𝑘𝐵 is the Boltzmann constant and 𝑐 is the speed of light, giving the unit [𝐵] =
W m−2Hz−1sr−1. The received spectral power density 𝑆𝜈 at the antenna is then:

𝑆(𝛼, 𝛿, 𝜈) = 2𝑘𝐵
𝑐2 𝜈2 ∫Ω 𝑇 (𝛼, 𝛿, 𝜈)𝑑Ω. (6.13)

with the integral over the visible solid angle.

Before integrating over the visible sky, the (𝛼, 𝛿) equatorial coordinates are converted
to local (𝜃, 𝜙) celestial coordinates, which introduces a time dependence, because the
antenna field of view changes with the Earth rotation. For a monochromatic plane wave,
the electric field is related to the spectral power density by:

𝐸(𝜃, 𝜙, 𝜈) =
√
𝑆(𝜃, 𝜙, 𝜈)
𝑐 ⋅ 𝜖0

(6.14)

where 𝑐 is the speed of light and 𝜖0 is the permittivity of vacuum. The total electric field
arriving at the antenna is the sum over all frequencies.

𝐸total = ∫𝐸(𝜃, 𝜙, 𝜈)𝑑𝜈 (6.15)

The variations of the Galactic noise over a day are small at Summit Station, Greenland
because the Galactic center, where most of the emission originates, is not visible at any
time. However, the analysis of the first RNO-G data showed a power variation in the
frequency spectrum for the upward facing antenna, which is assumed to be aligned with
the Galactic emission [149].

The simulated noise components are shown in Figure 6.8. The Galactic noise dominated
up to 150MHz, with higher frequencies the contribution from the Galactic noise de-
creases and the thermal component is dominant.

6.4.2 Comparison to field and laboratory measured noise

To get an idea of whether the noise simulations are reasonable, they can be compared to
data already collected in the field. Until summer 2024, all data has been collected with a
Radiant board V2. In Figure 6.9 an overview of the standard deviation 𝜎adc after baseline
correction is shown for all stations and the three upward facing LPDAs considering all
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Figure 6.8: Simulation of the Galactic and thermal noise at a temperature of 230K for an upward pointing LPDA in
Summit Station, Greenland. Top: Time domain. Bottom: Frequency domain.

trigger types. At the beginning of the season the rms is lower than usual. It has been
shown that the amplifiers used are temperature sensitive and produce less noise at colder
temperatures [194]. Since they are deployed only 1m below the surface, they experience
seasonal variations. Another contributor may be (less) human activity at the camp, as
only 5 people stay over the winter and no planes arrive. Most of the time, the standard
deviation is between 9 𝜎adc and 13 𝜎adc in adc counts. The characterization of the Surface
board also showed variations between different boards [194], which likely contributes
to the differences between stations. Also visible are noisy periods. The peaks in trigger
rate and standard deviation have been studied elsewhere, e.g. [195, 196]

For the noise comparison, a quiet day (October 3, 2023) was chosen, and only events that
were transmitted by satellite (i.e. the burn sample) and triggered by the software trigger,
i.e. recorded every second without any physical reason, were selected. For each station,
the upward facing LPDAs were used. Stations 21 and 22 did not record any data that
day. The standard deviation was calculated according to eq. 5.8. The result is shown in
Figure 6.10 (left). In the same figure the standard deviation of the simulations is shown,
taking into account the Galactic noise and the thermal noise of 230K. The station noise
varies between 9.28 and 10.46 𝜎noise mV, station 11 seems to be particularly quiet. The
other 5 stations agree within their uncertainties. The simulated noise is between the
quiet station and the other stations.

The noise level has an effect on the trigger efficiency, which was obtained in the labo-
ratory with a V3 Radiant board and a Surface board, as described in Section 5.2.3. In
Figure 6.10 (right) the comparison of the 𝜎noise adc for the V3 board and the V2 board in the
field in adc counts is shown. The standard deviation is between 15.2 𝜎noise adc for station
11 and 17.1 𝜎noise adc for station 12. The V3 board has a standard deviation of 13.9 𝜎noise adc,
which is even lower than station 11. The boards are exposed to different noise, e.g. the
V2 boards are also exposed to Galactic noise and the noise from the ice. The V2 boards
also have a slightly higher gain in the signal path due to the different splitting ratio
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Figure 6.9: Overview of the 𝜎adc per run (∼2 hours) in adc counts with baseline correction. About 10 000 events are
shown for the 2023 season for all stations and the three upward facing LPDAs. The data is the burn sample transmitted
via satellite for monitoring. All trigger types are considered. Top: 𝜎 in the range of 0 adc counts to 100 adc counts.
Bottom: Same data but zoomed in.
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for signal and trigger path (see Section 5.2.2). Since the exact behavior of the diode is
non-linear, it is unclear how the lower noise level affects the trigger efficiency. Using a
fixed noise standard deviation for the trigger simulations to set a threshold would not
correctly model thresholding and servoing in the field. Therefore, the same noise is as-
sumed for the signal and trigger paths. The differences between the stations do not give
a clear indication of what to simulate, so the trigger simulations are performed with
thermal noise of 230K and galactic noise from the GSM2016 sky map, which is between
the measured 𝜎noise adc in the field.

6.5 Rate predictions

In order to determine the cosmic ray rate the effective area is computed, which describes
the area around the detector array in which an air shower with a certain energy and
arrival direction will be detected. The effective area is calculated by multiplying the
simulated area in which the shower cores are placed by the trigger efficiency, e.g. the
number of triggered events divided by the number of detected events. Since the detector
is flat, the cosmic ray flux is only orthogonal to the projected simulated area and the area
has to be corrected by a factor of cos(𝜃):

𝐴eff = 𝐴proj ⋅
𝑁trig

𝑁sim
= 𝐴sim ⋅ cos(𝜃) ⋅ 𝑁trig

𝑁sim
. (6.16)

The simulated area is a rectangle containing the area covered by the seven stations, plus
an additional 1000m in each direction. The station spacing is 1.25 km, whichwould allow
for a maximum distance to a station of 880m within the array.

The result for the effective area of the seven deployed stations is shown in Figure 6.11.
All simulations were performed with the radiant auxiliary trigger, the threshold being
a multiple of the standard deviation of the power integrated noise 𝜎power int (see Eq. 5.9)
in the trigger band of 80MHz to 200MHz. A coincidence of two out of three antennas
per station within 60 ns is required. The uncertainties stem from the number of counted
e.g. triggered events, therefore the uncertainty is calculated with √𝑁trig. The effective
are increases with higher energies, in the lowest energy bin starting from 3.16 × 1016 eV,
the effective area is almost to zero for a 15 𝜎power int and 20 𝜎power int threshold, and zero
for higher thresholds. A more sensitive threshold increases the effective area at all ener-
gies, the differences between the selected thresholds become smaller when comparing
higher thresholds. For a 30 𝜎power int threshold the zenith distribution is shown in Figure
6.11 (right). For energies above 1018 eV, the effective area is largest around a zenith angle
of 70°. For lower energies the maximum is at slightly more vertical showers (∼60°), the
effective area at these energies is however pretty small. This can be explained by the
fact, that inclined air showers illuminate larger areas but since the air-shower energy
is distributed over a larger area, the electric field registered by one antenna is fainter,
which makes inclined air-showers only visible at higher energies or with a low trigger-
threshold. Vertical showers have a small footprint, plus they align with the magnetic
field in Greenland and therefore the geomagnetic emission is low, which decreases the
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Figure 6.11: Distribution of the projected effective area of the seven RNO-G stations for different energy and zenith
bins. The uncertainty is the square root of the number of events triggered. The markers are in the center of each bin.
Left: Effective area for different trigger thresholds as given in the legend. Right: The effective area for a 20 𝜎power int
(dashed line), 30 𝜎power int (solid line) and 40 𝜎power int (dash-dotted line) trigger.

radiated energy. Therefore, the shower core needs to be very close to an antenna in
order to trigger.

The expected event rate is obtained combining the effective area with the cosmic ray
flux 𝐽 integrated over energy 𝐸 and the solid angle Ω of the visible sky:

ΓCR(𝐸, 𝜃) = ∫
𝑡2

𝑡1
∫

𝐸2

𝐸1
𝐴proj

eff (𝐸, 𝜃) ⋅ 𝐽 (𝐸, 𝜃, 𝜙) ⋅ Ω𝑑𝐸𝑑𝑡 (6.17)

The solid angle depends on the zenith angle rangewith the limits 𝜃1, 𝜃2 and on the azimuth
𝜙. Since all azimuth angles are visible, the integral over 𝑑𝜙 yields 2𝜋 .

Ω = ∫
𝜙2

𝜙1
∫

𝜃2

𝜃1
sin(𝜃)𝑑𝜃𝑑𝜙 = 2𝜋 ⋅ (cos(𝜃1) − cos(𝜃2)) (6.18)

The cosmic ray flux of 3.16 × 1016 eV to 1 × 1020 eV is measured and published by the
Pierre Auger Collaboration [197], see Figure 6.12. The measured flux multiplied by the
cubed energy highlights the features of the steeply falling spectrum around 1017 eV and
3 × 1018 eV. Around 1020 eV the cosmic ray flux is suppressed.

The expected number of cosmic ray events per day and seven stations is given in Figure
6.13. With a trigger threshold of 30 𝜎power int, which is the threshold value obtained in the
laboratory, 5 cosmic rays are expected per day and seven stations. Most of the events are
in the energy bins of 1017 eV to 1018 eV. If the trigger changes to 20 𝜎power int or 40 𝜎power int,
10 or 4 events are expected. The 15 𝜎power int trigger threshold has the largest effective area
at energies below 1017 eV, combined with the steeply falling flux, the event rate increases
to 38 events. However, given the current predictions it seems unlikely that a relevant
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Figure 6.12: Energy spectra measured by the Pierre Auger Observatory. Left: Several independent and complementary
data sets, namely events detected with the the surface detector (SD), hybrid events, detected with the fluorescence
detector and at least one water-Cherenkov detector, and events detected with the High Elevation Auger Telescopes
(HEAT), here labeled as Cherenkov. Right: Spectrum obtained by combining the different measurements. Fig. from
Ref. [197]

number of events can be measured at energies below 1017 eV. The uncertainties given
are derived from the effective area calculations. As the effective area calculations already
suggested, the preferred zenith angle depends on the energy, with lower energy showers
mostly detected at a zenith angle of 50°. For higher energies, the zenith angle peaks
at higher inclinations because the area over which the shower is detectable becomes
larger.

The distribution of the distance from the shower core to the nearest triggered station for
a threshold of 30 𝜎power int as a fraction of the total number of events is shown in Figure
6.14. Showers arriving below a zenith angle of ≤ 37° are only measurable if the shower
core is within 200m of the station. More inclined showers can be measured further away
because the area where the radio emission is detectable increases. However, showers
arriving at an angle of about 60° rarely trigger within 100m of a station. This may be
due to the fact that the radio emission near the core is weak and has a radius in the
direction of arrival of the order of 100m. Most events (97%) trigger only one station,
as shown in Figure 6.14 (right). The number of station coincidences increases for more
inclined showers because the footprint covers a larger area. With a trigger threshold of
30 𝜎power int, about 30 events per season of 200 days are expected to trigger more than one
station.
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6.6 Radiant trigger and implications for RNO-G

The trigger threshold has a direct effect on the number of cosmic rays measured, since
the threshold determines the accessible energy. The distribution of the trigger efficiency
is shown in Figure 6.15. The best trigger efficiency for all energies is when the shower
core is within 100m of the station. A more sensitive threshold will increase the trigger
efficiency. However, to get close to 100% trigger efficiency for energies≥3.16 eV, a trigger
threshold of 15 𝜎power int and a spacing of 400m is required.

The current estimate from laboratory measurements is about 30 𝜎power int (4 𝜎 ), with a
detection threshold at 1017 eV. With the steeply falling cosmic ray flux, achieving sensi-
tivity in the energy range below 1017 eV significantly increases the number of measured
events. A higher threshold leads to a reduced number of measured events, but the pre-
dictions are still about 3 events per day and seven stations.

The hardware threshold is set in the field by servoing, which adjusts the threshold ac-
cording to a target scaler that is proportional to the trigger rate. The reason for the
limited trigger rate is the limited bandwidth to transfer the data from the DAQ at the
station to the hard disk via LTE.

The trigger rate is highly dependent on the current noise. When testing the servoing in
the lab, the corresponding trigger thresholds varied between 15 𝜎power int and 37 𝜎power int.
Subsequent analysis indicated that a threshold of 30 𝜎power int is most likely to result in
the desired trigger rate. This corresponds to a threshold of 4 𝜎 when analyzing the same
events in the full band and as simple amplitude divided by the stand deviation of the
noise. However, the servoing is still subject to large uncertainties. In the lab, only the
noise from the Surface board at room temperature was assumed, but it is possible that
other sources of noise from the external signal generator or the climate chamber were
present.

The upward-facing LPDAs in the field indicate different noise sources. Several narrow-
band and broadband backgrounds are known to be associated with air traffic, hand-
held radios, or (daytime) human activity [149]. Continuous waves should not affect
the LPDA’s upward trigger rate, since the diode trigger is sensitive to impulsive events.
However, trigger rates increase during periods of high wind speed, which may be due to
the so-called triboelectric effect, which occurs when metal surfaces on snow get charged
and then discharge [196, 198]. In a later analysis the increased threshold has to be taken
into account.

Considering the uncertainties of the existing noise and the subsequent threshold setting
and servoing, a trigger threshold of (30±10) 𝜎power int seems reasonable. The optimistic
limit of the trigger threshold is about 15 𝜎power int, based on measurements in the lab.
However, this is only achieved for short periods of time. To improve the trigger sensi-
tivity, more complex triggers than the simple diode circuit must be considered, which
would require digitization before triggering. Several approaches are possible, e.g. using
interferometry as in the phased array trigger, a trigger in the frequency domain, or a
trigger based on a neural network as presented in [199, 200].

Another way to increase the detected event rate with the present trigger is a denser ar-
ray. In this simulation set, 87% of the shower cores trigger within 400m of the shower
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Figure 6.15: Trigger efficiency over distance between core and nearest triggered station. The color code indicate the
energy range, with the center of the energy bin stated in the legend. The line style indicate the trigger threshold. The
current estimate for RNO-G is 30 𝜎power int, with an uncertainty on the trigger threshold of 10 𝜎power int.

core, and almost all of the showers trigger only one station. The current station spacing
of 1.25 km with a diagonal of 1.77 km is therefore not optimal for measuring the cosmic
ray flux, which is not surprising since the array layout is optimized to archive the largest
possible detection volume for in-ice neutrino events. However, adding additional sur-
face antennas between the stations would reduce the diagonal distance to 880m, nearly
doubling the event rate. A proposal for a denser infill of the RNO-G array is in progress.
Simulation studies also suggest that four LPDAs arranged in a square configuration, in-
stead of three antennas in a triangle, increases the detection efficiency at lower energies
[201]. The square antenna configuration will be used starting in season 2025.

Finally, given the difficulties in characterizing the trigger due to diode nonlinearity and
pulse shape dependence, the uncertain discriminator, and the additional time in data
analysis to account for changing threshold settings, the Radiant trigger is low in power
consumption at the cost of additional time in characterization and data analysis. A more
advanced trigger is desirable to achieve better cosmic ray sensitivity and background
rejection.

6.7 Intermediate conclusion

RNO-G is capable of measuring cosmic rays. The projected event rate is 5+5−2 events per
day and seven stations, with an energy threshold of 1017 eV. The dominant uncertainty
is the setting of the trigger threshold, which is determined to be at (30±10) 𝜎power int. The
𝜎power int is the standard deviation of the power integrated trace over 11 ns within the
trigger frequency band of 80MHz to 200MHz which approximated the trigger path. An-
alyzing the full band and the simple amplitude divided by the standard deviation of the
noise, this corresponds to a threshold of 4 𝜎 . The trigger efficiency and therefore the
detection efficiency of cosmic rays strongly depends on the energy, the zenith angle of
the air shower and the distance between the shower core and the detector station. More
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inclined showers cover larger areas, but at the same time their radio emission becomes
weaker at a given antenna position. Therefore, inclined showers are only visible above
a certain energy while more vertical showers are less likely to be close enough to a sta-
tion. A trigger efficiency close to 100% is achieved when the shower core is within a
distance of 200m and at energies ≥3.16 eV. Therefore a denser array increases the event
rate significantly. More air shower simulations in smaller energy intervals and more
directions (zenith and azimuth) are necessary to obtain a robust prediction of the trigger
threshold.

Modeling the Radiant trigger and its threshold setting poses some difficulties. In the
field the threshold is set according to a scaler target that corresponds to a trigger rate.
This has the advantage of avoiding a high data rate, but at the same time it is difficult to
model the existing noise and to account for the changing thresholds in an analysis. A
comparison of the noise present in the field shows variations between the stations. The
analog Radiant trigger is optimized for low power consumption, with the diode being a
passive element. Characterization of the trigger is challenging due to diode nonlinearity,
pulse shape dependence, and an uncertain discriminator. More advanced triggers such
as interferometry, frequency domain triggers, or neural network triggers are typically
based on a digital waveform. The current digitizer requires an external trigger to convert
the measured samples, therefore implementing a more complex trigger for the upward
facing LPDAs requires further modifications to the Radiant board.

Increased sensitivity to air shower signals and other signals from above would improve
neutrino event identification by rejecting backgrounds. In particular, air shower rem-
nants are a less studied background to which RNO-G is sensitive as one of the first
experiments. These include geomagnetic emission propagating into the ice, dense air
shower cores developing further into the ice and producing Askaryan emission, and
in-ice particle cascades induced by an ultra-high energy muon originating from an air
shower. The latter will be discussed in Chapter 7.
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L. Pyras, C. Glaser, S. Hallmann and A. Nelles: ”Atmospheric muons at PeV energies in radio
neutrino detectors”, JCAP, vol. 10, p. 043, 2023, DOI:10.1088/1475-7516/2023/10/043

As neutrino detectors in ice will be the first ones to achieve sufficient sensitivity to the
low fluxes of ultra-high energy neutrinos they will be also exposed to rare backgrounds.
One of these are ultra-high energy muons from cosmic ray air showers that penetrate
the ice. Like neutrinos, they can induce particle cascades in the ice that create emission
which can be detected by a radio array [109]. The event rate depends on the atmospheric
muon flux, which in turn depends strongly on the hadronic interaction models and the
cosmic ray composition, all of which are not well-constrained at the highest energies. A
study of the atmospheric muon flux and the expected event rate in RNO-G type detectors
is presented below.

7.1 Predictions of muons at PeV energies and beyond

Atmospheric muons are produced in extensive air showers, which occur when high-
energy cosmic rays penetrate the Earth’s atmosphere. The cosmic ray nucleon interacts
with an air nucleus and produces short-lived intermediate particles, mostly pions (the
lightest known meson) and a few heavier particles with shorter lifetimes, such as kaons,
D-mesons, etc. (see Section 3.1.1 for a detailed description of the particle cascade devel-
opment). Their decay gives rise to an atmospheric lepton flux, including muons. The
energy range in which atmospheric muons can be detected with radio neutrino exper-
iments is limited by the minimum muon energy that is required to produce an in-ice
particle cascade with a measurable radio signal (around 10 PeV). At these energies, the
flux of parent cosmic rays is low, resulting in a very small muon flux. Nevertheless, this
muon rate is likely to be comparable to the expected neutrino rate at these energies,
making radio neutrino detectors the first experiments where atmospheric muons of EeV
energies become relevant. While the much-discussedMuon Puzzle [202] describes a dis-
crepancy between predicted and observed muon production in air showers for muons
with energies around 1GeV (more muons are measured than predicted by Monte Carlo
simulations), the situation is different for muons above PeV energy: these muons are
typically produced within the first three interactions of an air shower, rather than con-
tinuously throughout the shower development [103]. The energy of a parent particle is
distributed among its children, resulting in lower energy particles with each subsequent
interaction in the cascade. Consequently, one has to concentrate on the highest energy
interactions to study the relevant muon background. Unfortunately, these interactions
are far outside of the energy regime currently observable at accelerators, which makes
far-reaching extrapolations necessary.

https://iopscience.iop.org/article/10.1088/1475-7516/2023/10/043
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Figure 7.1: Contributions to the muon count stemming from a 1010.5 GeV proton induced vertical air shower according
to [203]. The bottom contribution is assumed to be 10% of the charm contribution [204]. The photo-conversion includes
muons from 𝛾 → 𝜇𝜇 and from 𝛾 → 𝜌, 𝐽/Ψ → 𝜇𝜇. The uncertainties are a conservative estimate (constant factor in
energy), taking into account experimental limitations and comparison between different event generators, they are
meant rather as illustration of the current state of the field than as firm estimate, compare [205–208].

7.1.1 Muon production in air showers

Atmospheric muons are produced in the hadronic cascade of an air shower mainly
through the decay of short-lived mesons, namely charged pions and kaons (conventional
component) [209]. At very high energies the Lorentz time dilatation increases the decay
length of pions and kaons to a multiple of their interaction length (ℓint) in air, mak-
ing it more likely that they will interact and lose energy before they can decay. The
contribution of particles with a shorter lifetime 𝜏 then becomes dominant as shown in
Figure 7.1. Due to their almost immediate decay the contribution of short-lived hadrons
with 𝑐𝜏 ≪ ℓint is called prompt flux and dominates above 106 GeV. Charmed hadrons
(with 𝐷0, 𝐷+, 𝐷+𝑠 , Λ+𝑐 , Ω0𝑐 and their antiparticles) have large (∼10%) branching ratios into
semi-leptonic modes and a lifetime 𝜏 ∼10−12 s, implying a prompt decay with a proba-
bility of order 1 up to energies around 107 GeV [208]. In principle, also bottom hadrons
(𝐵0, 𝐵+, 𝐵+𝑠 , 𝐵+𝑐 , Λ0

𝑏 , Ξ0
𝑏 , Ξ+

𝑏 ), which have similar lifetimes and semi-leptonic decays, con-
tribute to the prompt muon flux. B-mesons are less frequently produced by cosmic
rays in the atmosphere, but their decay length is smaller, yielding a contribution to the
107 GeV muon flux which is 10% of the one from charm hadron decays [204]. Additional
significant contributions are: unflavored mesons (𝜂, 𝜂′, 𝜌0, 𝜔, 𝜙) [204], photo-conversion
into a muon pair (𝛾𝑍 → 𝜇+𝜇−𝑍 ) e.g. Bethe-Heitler process, Drell-Yan processes [204] and
photon conversion into a vector meson decaying into muons. These dominate the muon
flux above ∼3 × 108 GeV [203, 210]. A sketch of the contributions according to [203] is
shown in Figure 7.1. The uncertainties are a rough estimate considering experimental
limitations and differences between event generators [206–208, 211].

Taking into account these different sources, the atmospheric muon flux can then be ex-
pressed as the sum of five components:
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𝜙𝜇(𝐸, 𝜃) = 𝜙conv𝜇 (𝐸, 𝜃) + 𝜙charm𝜇 (𝐸, 𝜃) + 𝜙unflav𝜇 (𝐸, 𝜃) + 𝜙𝛾𝜇(𝐸, 𝜃) + 𝜙bottom𝜇 (𝐸, 𝜃). (7.1)

The high energy muon flux is mainly driven by the outcome of the first interaction of
an air shower. The relativistic hadron-ion collisions under low momentum transfer are
in the non-perturbative regime of quantum chromodynamics (QCD) [202, 212], where
hadron production cannot be calculated directly from first principles. Instead, effective
theories and phenomenology are used. An explicit prediction of the muon flux from
perturbative QCD (pQCD) is not present, but judging by the variation in different first-
principle pQCD calculations predictions for the muon neutrino flux [205, 206, 213–217]
there is a sizable uncertainty. To simulate the hadron production, different (phenomeno-
logical) hadronic interaction models are used. In air shower simulations, hadronic inter-
actions are the largest source of uncertainties, because the center-of-mass energy in the
first interactions significantly exceeds the maximum energy studied at the LHC and in-
teractions in the forward direction, i.e. high pseudorapidities are not well covered [209,
218]. When extrapolating to higher energies, the model predictions thus diverge even
further, also with respect to the pQCD calculations. A detailed discussion of post-LHC
hadronic interaction models follows in Section 7.1.3.

Next to the particle physics processes in the air shower, the atmospheric muon flux is
determined by the cosmic ray composition. The type of the primary particle entering
the atmosphere and its number of nucleons has an influence on the number of muons
produced. The muon number grows less-than-linear with the primary energy of an air
shower [103]. This is a consequence of the energy fraction 𝑓 given to charged pions in
each interaction 𝑓 ∼ (2/3)𝑛, after 𝑛 generations (see also Section 3.1.1). For nuclear pri-
maries, a nucleus with atomic number 𝐴 can be treated as the sum of 𝐴 separate proton
air showers all starting at the same point, each with 1/𝐴 of the primary energy [103].
The lower energy nucleons which initiate the shower generate fewer interaction gen-
erations, and so lose less energy to electromagnetic components [103]. Therefore the
number of muons is larger for heavy primaries than for showers initiated by light nu-
clei of the same energy. For very high-energy muons, which are created within the first
interactions, this picture changes: since a proton contains the kinetic energy in one nu-
cleon, it can produce higher energy particles than an iron primary with the same energy.
Therefore, a 3×1010 GeV proton shower can produce muons up to 1010 GeV, while an iron-
induced shower with the same energy and arrival direction only produces muons up to
2 × 108 GeV [203], as shown in Figure 7.2.

7.1.2 Muon flux simulations

The atmospheric muon flux is calculated using Matrix Cascade Equations (MCEq) [207],
which describe the evolution of particle densities as they propagate through the at-
mosphere, using the CORSIKA parametrizations [105] as atmospheric model. The 1-
dimensional cascade equations neglect the lateral versus the longitudinal development
of the shower, which is important at lower energies, where the transverse momentum of
the particles may be relatively important and imply a larger lateral displacement. Since
this study focuses on energies > 1 PeV this seems an acceptable limitation. Compared to
computational extensiveMonte Carlo codes like AIRES [219] and CORSIKA [105], MCEq
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Figure 7.2:Number of muons for air showers with different primaries (proton, helium, and iron) and energies (107 GeV
and 1010 GeV) with 60° zenith arrival direction at 3200m (Summit Station, Greenland). Calculations were performed
with Sibyll-2.3c.

provides a way to estimate the relative importance of a given parameter, for which ac-
curate studies with full shower simulations would require very large statistics.

7.1.3 Dependence on hadronic interaction models

Several theoretical approximations describing particle production are available for dif-
ferent energy ranges and kinematic regimes. Different approaches have to be combined
to model all hadronic interactions in air showers. For this study, the post-LHC hadronic
interaction models EPOS-LHC [220], QGSJet-II.04 [221], and Sibyll-2.3c [222] are con-
sidered. While EPOS-LHC has a more general focus on minimum-bias proton-proton
and heavy ion collisions, the latter two are focused on air shower simulation.

A theoretical prediction of the muon flux above PeV energies should include at least four
components (see 7.1), which are, however, not all taken into account in the same way
in the hadronic interaction models. While the conventional flux is implemented in all
models considered, only Sibyll-2.3c includes charm production (𝐷+, 𝐷0, 𝐷𝑠 , Λ𝑐) through
a parametrization; forward charm production is intrinsically included in the nucleon
parton distribution function (PDF) [202]. Sibyll-2.3c also includes muons from unfla-
vored mesons and 𝐽/Ψ. EPOS-LHC does not include charm, its prompt component arises
from the decay of unflavored mesons. QGSJet-II.04 only considers 𝜂 decay as a produc-
tion channel for prompt muons [223]. The calculated muon fluxes, therefore, start to
vary widely at 1 PeV where the prompt flux dominates, see Figure 7.3 left. EPOS-LHC
and QGSJet-II.04 yield the lowest muon flux because they neglect the charm component
and in the latter case most unflavored mesons. The photo-production of muon pairs that
becomes relevant at PeV energies is not implemented in any model [224]. Given that
only Sibyll-2.3c includes charm and unflavored mesons, it is currently the most com-
plete model to predict the muon flux above PeV energies. However, even Sibyll-2.3c
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Figure 7.3: Simulated muon flux as function of muon energy for different hadronic interaction models (left) and
cosmic ray compositionmodels (right). Shown are the predictions for QGSJet-II.04 [221], Sibyll-2.3c [222], and EPOS-
LHC [220] for the Global Spline Fit (GSF) [225] cosmic ray composition. Dashed lines represent the prompt muon flux
and dash-dotted is conventional muon flux. The right shows different cosmic ray composition models using Sibyll-
2.3c: GSF [225], HillasGaisser (H4a) [226], T+UFA, [227, 228], T+H [227, 229] and HillasGaisser (H3a) [226].

still under-predicts the flux of muons at the highest energies due to missing production
channels from photo-conversion and B-mesons, which should be addressed in future the-
oretical work. Given our current understanding, these components only become dom-
inant above 3 × 108 GeV, so they should be a minor contribution to the background in
radio detectors. The main theoretical uncertainties arise from charm cross-section calcu-
lations. The theoretical calculations are limited by the uncertainties in the scale, charm
mass, and the nuclear PDF [202]. A non-perturbative intrinsic charm component may
also contribute [206].

This short overview illustrates the difficulty of predictions beyond LHC energies. On
the one hand, theoretical uncertainties are present due to the non-availability of mea-
surements, and on the other hand, known processes have not been implemented in all
codes, since the priorities have been weighted differently for existing hadronic interac-
tion models. Therefore, the spread between the three hadronic interaction models is
used as indication of the current uncertainties, while keeping in mind that they do not
provide the full range of possible systematic uncertainties at this point.

7.1.4 Dependence on cosmic ray composition

The cosmic ray spectrum covers several decades of energy up to 1011 GeV, including
particles from galactic and extra-galactic origin. Just below the so-called ankle at 8 ×
109 GeV, the transition region from galactic to extra-galactic cosmic rays is expected [230,
231], with detailed explanations still varying.

Measurements of the cosmic ray composition above a few 105 GeV suffer from the uncer-
tainties in the hadronic interactionmodels, since the composition has to be inferred from
shower parameters such as the position of the shower maximum 𝑋max, which provides
composition models with much room for interpretation. Since the ultra-high energy
muon flux directly depends on the cosmic ray composition, different models have been
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Figure 7.4: Contribution of protons in terms of nucleon energy for the same composition models as in Figure 7.3 and
indicated in the label. Left: Absolute hydrogen (proton) flux, where the nucleon energy equals the particle energy.
Right: Evaluating all types of nuclei, shown is the fraction of protons relative to neutrons; The nucleon energy is 1/A
of the particle energy, with A being the atomic number of the particle.

investigated to study the uncertainty stemming from this aspect. The combination of
different models allows to study the influence of galactic and extra-galactic components.
This is done to show the spread in models, rather than choosing one over the other for
correctness.

The well-known Hillas Gaisser models are theoretical simplifications for extreme sce-
narios: a heavy composition after the ankle (H3a) [226] and a proton-rich composition
(H4a) [226]. This is contrasted by the Global Spline Fit (GSF) [225], a data-driven param-
eterization that considers measurements of more than ten experiments and provides un-
certainties at each energy. GSF is agnostic to theoretical models explaining the derived
composition in terms of sources and propagation.

Thoudam et al. [227] published different theory-driven cosmic ray spectra up to EeV
energies. In the following, their prediction for cosmic rays stemming from Supernova
remnants (SNR-CR) and Wolf-Rayet stars (WR-CR) is used as a galactic component, la-
beled T, and are combined with different extra-galactic components.

The model by Unger, Farrar and Anchordoqui (UFA) [228] predicts a strong pure-proton
component concentrated at only about one order ofmagnitude in energy below the ankle.
For our combination into the T+UFA model the results are optimized for a pure nitrogen
galactic composition, which matches the predicted composition for WR-CR [227].

The extra-galactic component of Heinze et al. [229] is based on a framework in which
an ensemble of generalized ultra-high energy cosmic ray accelerators is characterized
by an universal spectral index (equal for all injection species), a maximal rigidity, and
the normalizations for five nuclear element groups. The source evolution is included
as an additional free parameter. This allows for a parameter scan with a best fit result.
The composition used in this study is obtained by a fit to the Auger data from 2019.
The resulting muon flux is shown in Figure 7.3 for Sibyll-2.3c as hadronic interaction
model.

As discussed in Section 7.1.1, the relevant quantity to produce high-energy muons from
different primaries is the energy per nucleon. For hydrogen as a primary (with𝐴 = 1) the
nucleon energy is equal to the primary energy, for heavier elements the energy scales
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with 1/𝐴 where 𝐴 is the atomic number. On the left-hand side of Figure 7.4 the proton
flux for the chosen models is shown, while on the right-hand side the proton fraction
taking into account all nuclei, relative to their neutron number is shown. For a pure
proton flux, the fraction would be 1, given that hydrogen consists only of one proton
and one electron. For pure iron (with 26 protons and 30 neutrons), the fraction would be
∼0.46. The models start to deviate at 107 GeV, close to the transition region from galactic
cosmic rays to extra-galactic cosmic rays. Here, the theory-based models (T+UFA, T+H)
have a dip in the proton flux. The proton fraction of the GSF flux only decreases in
the transition region to a fraction of 0.9 and is significantly higher than the theoretical
models (around 0.5). The GSF model therefore also predicts the highest muon flux, with
the exception of the proton-only scenario at energies >3 × 1017 eV. Therefore, GSF will
mainly be used to estimate the muon numbers going forward to remain conservative,
keeping in mind that it is just one realization of the uncertainty stemming from the
cosmic ray composition.

7.2 Signatures of muons in radio instruments

When a muon travels through the ice it initiates showers along its track. At PeV ener-
gies and above, the relevant shower production mechanisms are hard bremsstrahlung
and pair creation events, referred to as catastrophic energy losses. As a rule of thumb,
the energy of the parent particle inducing the cosmic ray air shower is roughly one
decade higher than the subsequent muon. The in-ice particle cascade on the other hand
typically has a shower energy one decade lower than the initiating muon. The in-ice
shower energy is the important quantity for the radio emission and hence the one which
determines if a muon triggers the in-ice radio detector. The Monte Carlo framework Nu-
RadioMC [110] with its extension to simulate secondary interactions [109, 232] is used
to simulate the muon interaction in-ice, the subsequent Askaryan radio emission, the
propagation of the radio signal to the detector, and finally the detector response to the
electric field. In order to also track secondary losses of all types of leptons, the lepton
propagation code PROPOSAL [233] has been included in NuRadioMC and is used for
our simulations.

The dependence on the instrument details (Section 7.2.1), on the muon flux itself (Section
7.2.2), as well as strategies to mitigate this muon background for neutrino detection
(Section 7.3.1) are studied.

A detector array of 35 stations is simulated, which is similar to the Radio Neutrino Obser-
vatory Greenland (RNO-G). Each station is comprised of a dipole antenna (Vpol) located
at a depth of 100m in the ice (deep component), and three log-periodic dipole antennas
(LPDA) pointing straight down located at the surface (shallow component). The stations
are arranged in a square grid with a spacing of 1.25 km.

Simulations are performed for several triggers to study the dependence on instrument
details. The assumed noise temperature is 300K, in both deep and shallow component.
At a depth of 100m signal-only trigger with a simple threshold of 1.5𝜎noise and 2.5𝜎noise
in the band of 96MHz to 220MHz is evaluated. For the shallow component a high-low
threshold trigger of 2.5𝜎noise and a two-out-of-three coincidence in the band of 80MHz
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Figure 7.5: Number of triggered muons in one year and an array of 35 stations. The Σ𝜇 denotes the sum over all bins
shown. The color code indicates the trigger and its setting. Blue is a deep simple threshold trigger at 100m with a
1.5𝜎 threshold, violet is a 2.5𝜎 simple threshold trigger. Yellow is a high-low threshold 2.5𝜎 trigger with a two-out-
of-three coincidence just below the surface (2m). The assumed flux is calculated with Sibyll-2.3c and GSF as cosmic
ray composition model. The shaded region indicates the 68% CL derived from the effective area calculations of the
detector. Left depicts the distribution for different energies, right for different zenith arrival directions.

to 180MHz is applied. The triggers for the deep component are a simplification of the
phased array trigger that is the current state of the art in radio neutrino detection [132].
Simulating a true phased array using a fixed trigger rate would be the best approximation
of a real instrument, as done in e.g. [92]. To save computing time, a simplified trigger of a
single dipole is used. While the 2.5𝜎 case is likely close to the current implementation for
RNO-G [234], a 1.5𝜎 trigger is used as a proxy for potential future optimizations. A true
phased array implementation will likely affect the absolute event numbers (e.g. [109]),
but should not affect the relative scaling of different effects. The shallow trigger repre-
sents an optimistic performance of the current RNO-G trigger.

In order to express the detector performance, the effective area is calculated. This is done
by simulating muon interactions within an ice volume containing the detector array,
the initial muon position is on the air-ice planar interface. Since only the projection of
the detector is perpendicular to the direction of the flux, the simulated area has to be
corrected with cos(𝜃). The effective area (𝐴eff) is the projected surface area multiplied
with the trigger efficiency:

𝐴eff = 𝐴proj ⋅
𝑁trig

𝑁sim
= 𝐴sim ⋅ cos(𝜃) ⋅ 𝑁trig

𝑁sim
. (7.2)

The expected event rate is obtained combining the effective area with an incident muon
flux integrated over energy and the solid angle element of the flux, which in spherical
coordinates yields an additional factor of sin(𝜃):

Γ𝜇(𝐸, 𝜃) = ∫
𝑡2

𝑡1
∫

𝐸2

𝐸1
∫

2𝜋

0 ∫
𝜃2

𝜃1
Φ𝜇(𝐸, 𝜃, 𝜙) ⋅ 𝐴eff(𝐸, 𝜃) ⋅ cos(𝜃) ⋅ sin(𝜃)𝑑𝜃𝑑𝜙𝑑𝐸𝑑𝑡. (7.3)
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Figure 7.6: Number of triggered muons per year and an array of 35 stations with a 2.5𝜎noise trigger in deep component.
Left: for three different hadronic interaction models [220–222] and GSF as cosmic ray composition model. Right: For
selected cosmic ray compositions of Figure 7.3 as indicated in the label [225, 227–229] and Sibyll-2.3c as hadronic
interaction model.

7.2.1 Dependence on instrumental details

As shown in Figure 7.5, the shallow antennas detect the fewest muons. This is expected,
as the LPDAs also have a comparatively smaller neutrino effective volume, due to their
location close to the surface. As a consequence of the ice profile, in which the index
of refraction increases with depth, signals propagate less often to the surface, but are
bent instead towards the denser ice. The shallow LPDAs detect mostly horizontal muons
above 65° zenith angle, because of the geometry constraint by the Cherenkov cone, while
the deep antennas have a broad detection range with a peak around 55° zenith angle.
A lower detection threshold increases the number of muons from 0.07 per year and 35
stations to 0.16 per year and 35 stations. The higher muon yield can mostly be attributed
to muons in the range of 107 GeV to 108 GeV. The uncertainties shown in Figure 7.5
are statistical uncertainties only based on the Feldman Cousins confidence belts [235],
which provide upper limits for null results and two-sided confidence intervals for non-
null results, which converge to a Poisson error. At lower energies, only a few geometries
allow the antenna to register a signal, hence the statistics are small, and uncertainties
increase due to the comparatively high muon flux at low energy. Most events (97%) are
only seen in one station, regardless of the trigger configuration.

7.2.2 Dependence on hadronic interaction models and cosmic ray composition

The differences in the flux predictions due to the hadronic interaction models propagate
almost directly into the muon rate of an in-ice radio detector. Figure 7.6 left shows the
number of muons predicted for three different hadronic interaction models per year and
35 stations and the same cosmic ray composition. As discussed in Section 7.1.3, Sibyll-
2.3c includes the most production mechanisms, which explains the larger flux. In Figure
7.6 right, the expected muon rate for the same hadronic interaction model, but for three
different cosmic ray compositions are shown. The GSF model yields the highest muon
rate with a maximum between 107 GeV to 108 GeV muon energy, which is expected due
to the higher proton content.
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7.3 Relation to parent air shower

While the projected number of muons is relatively small, muons can still pose a problem
if the neutrino rate is comparatively low. One possibility to distinguish between an
atmospheric muon and a neutrino is to detect the air shower from which the muon
originates. This would identify themuon and provide a vetomechanism onmuon events,
as also discussed in [108].

7.3.1 Detectability of the parent air shower

To calculate the veto efficiency, it is essential to have information about the energy and
arrival direction of the air shower, as well as the distance to the nearest detector station.
As high-energy muons are boosted along the air shower’s axis, the cosmic ray arrival
direction can assumed to be the same as the muon arrival direction. The location of the
air shower core can be determined by projecting the muon vertex position along the
arrival direction until it intersects the boundary between the ice and air.

To establish a relationship between a muon and the corresponding cosmic ray energy,
Bayes’ theorem can be applied. By solving theMatrix Cascade Equationwith Sibyll-2.3c
as hadronic interaction model for different types of primary cosmic rays (pr) - namely
proton, helium, carbon, and iron - and over a range of cosmic ray energies (10 bins
between 106 GeV to 1011 GeV) the muon flux at ground-level can be calculated. Once the
muon flux for a specific cosmic ray induced shower is known, it has to be folded with the
actual flux of the primary to obtain the muon flux for all cosmic rays. Here, the number
of the different primaries is drawn from the GSF cosmic ray spectrum. The probability to
produce a muon with a certain energy given a cosmic ray energy 𝑝(𝐸CR|𝐸𝜇) is calculated
by

𝑝(𝐸CR|𝐸𝜇) =
∑pr 𝑁𝜇(𝐸CR, 𝐸𝜇 , 𝜃 , pr) ⋅ 𝑁CR(𝐸CR, 𝜃 , pr)

∑𝐸CR ∑pr 𝑁𝜇(𝐸CR, 𝐸𝜇 , 𝜃 , pr) ⋅ 𝑁CR(𝐸CR, 𝜃 , pr)
. (7.4)

The number of muons 𝑁𝜇 is calculated for each shower, therefore it has to be summed
over all possible primaries, pr. The number of cosmic rays 𝑁CR is calculated from the
cosmic ray flux and also needs to be summed over all primaries. This sum is normalized
by summing over all possible cosmic ray energies the muon can stem from. The distri-
bution for different muon energies stemming from a cosmic ray with a certain energy is
shown in Figure 7.7 for Sibyll-2.3c and GSF. The plot shows, that a muon with a given
energy can stem from a variety of cosmic ray energies, most likely from a cosmic ray
with an energy ∼ 10× higher than the muon energy. Since few cosmic rays have been
measured above 1011 GeV the predictions for the rate are very uncertain. Correspond-
ingly the shape of the highest energy muon distributions vary significantly between flux
models. Muons with 𝐸𝜇 = 3 × 108 GeV (dark blue) most likely originate from proton and
helium induced showers. Their probability distribution features a second peak around
2 × 1010 GeV, which is likely associated to the cosmic ray spectrum. The GSF model pro-
vides a steep falling proton flux around 1 × 1010 GeV and a rising helium flux with a peak
around 2 × 1010 GeV. The relation between muon and cosmic ray energy depends on the
choice of hadronic interaction model and cosmic ray composition.
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Figure 7.7: Distribution of the probability for a muon with a given energy (color code) to stem from a cosmic ray
as a function of the cosmic ray energy. The x-axis indicates the energy of the inducing cosmic ray, the y-axis shows
the probability that a muon with the energy indicated in the label originates from a certain cosmic ray. The relation
was obtained using Sibyll-2.3c as hadronic interaction model and GSF as cosmic ray composition. While differing in
detailed shape, other combinations of hadronic interaction models and cosmic ray composition provide qualitatively
similar distributions.

To calculate the veto efficiency in a RNO-G like array, for each muon event, an air
shower is selected according to muon arrival direction and placed inside the array as
previously described. The resulting radio signal is simulated with CORSIKA [105] and
the radio extension CoREAS [175] and then folded with the detector response using Nu-
RadioReco [187]. Since the amplitude of the air shower signal scales linearly with the
cosmic ray energy [236] it can now be calculated, which air shower energy is necessary
to exceed a simple 2.5𝜎noise trigger threshold in an upward-pointing shallow LPDA an-
tenna and hence veto the muon event. In the last step, the probability that a muon event
stems from an air shower with an energy higher than the trigger threshold energy is cal-
culated and assigned to that muon. Combined with the predicted muon flux, the number
of muons that can be vetoed by detecting the parent cosmic ray can be calculated. Figure
7.8 shows a veto efficiency close to 100% for muon energies > 109 GeV. Muons originat-
ing from inclined air showers are more likely to be vetoed since the radio signal covers a
larger area but becomes fainter at the same time. Therefore the veto efficiency increases
with higher zenith angles only for higher energies.

In Figure 7.9, the event rate is shown for different trigger threshold for the cosmic ray
veto. A lower threshold improve the veto, especially at the highest energies. Those event
with a cosmic ray energy around 1011 GeV are, however, very rare. To improve the veto
efficiency, a denser array of antennas would be needed. However, such an in-fill array
would have to have a spacing of 𝒪(100)m, making it too dense to be feasibly installed.

To get a better understanding of the event geometries the station multiplicity and the
relation of cosmic ray trigger to muon trigger have been investigated. Figure 7.10 left
shows, that almost all deep muons trigger only one station. This is expected, as the
station spacing of 1.25 kmhas been optimized to cover the largest possible volume, rather
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Figure 7.8: Number of triggered muons per year and an array of 35 stations for the GSF cosmic and Sibyll-2.3c as
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The solid line shows the trigger muon without veto, the dashed line shows the muon number when a muon event is
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zenith arrival direction. The two lower plots show the veto efficiency for events that triggered the deep component
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then focus on multiple triggers. Most air showers do not trigger in the vicinity of the
muon trigger (85%), but have to self-trigger another station, see Figure 7.10 right. This is
especially true for inclined air showers, where the muon can travel up to 4 km in the ice
before inducing a visible radio signal. For ∼10% of the deep muon events, the cosmic ray
triggers the same station, which would allow for a sub-threshold search. This behavior
is similar for all triggers, since the detection location is determined mostly three factors:
the travel distance of the muon, before it induces an visible shower (I), the Cherenkov
cone (II), where the radio signal is strongest and therefore measurable (opening angle of
56°). Plus, the radio signal gets bend down while propagation through the ice. This is
a consequence of the changing refractive index (III). Therefore, most events who have
muon and cosmic ray trigger in the same station arrive at a zenith angle of 𝜃 ≈ 50°.

7.3.2 Timing of air shower and muon

While the muon and the air shower stem from the same cosmic ray, the signal arrival
time at the detector and subsequently at the data acquisition unit (DAQ) differs. The air
shower propagates through the atmosphere with a zenith angle 𝜃 . The position where
the air shower axis intersects with the ice surface is called core position, with 𝑡 = 0. Here,
the radio emission from the air shower is assumed to be a plane wave at the shower front,
traveling the distance from the axis to the shallow antenna according to its arrival direc-
tion 𝜃 and the velocity of light in air, see 7.5. The muon travels along the arrival direction
of the air shower and continues into the ice until it creates a shower. From there the ra-
dio emission propagates through the ice on a bent path to the antennas. Once received
by a deep antenna, the signal travels along the cable to the DAQ at the surface, see 7.6.
The time difference as registered in the DAQ of the radio signal stemming directly from
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the air shower and the subsequent muon is the difference of 𝑡𝜇→DAQ and 𝑡CR→DAQ with the
following definitions:

𝑡CR→DAQ = 𝑑core→shallow ant ⋅ cos(𝜃) ⋅ 1
𝑐air

+ 𝑡cable delay shallow (7.5)

𝑡𝜇→DAQ = 𝑑core→vertex ⋅ 1
𝑐vac

+ 𝑡ice propagation deep ant + 𝑡cable delay deep. (7.6)

The cable delay for 100m coaxial cable is ∼500 ns, with 𝑐coax = 2/3𝑐. The cable from
the shallow antennas is typically 10m, which provides a lower bound of the time differ-
ence at ∼450 ns. The full distribution is shown in Figure 7.11. The muon can travel up
to 4 km in the ice which increases the possible travel time up to several microseconds,
moreover the propagation velocity in ice is slower than in air according to the refractive
index. Any air shower veto would need to take this travel time into account, by either
allowing for read-out with no trigger dead-time (i.e. double-buffering) or sufficiently
long record lengths. Self-triggering on the air shower is challenging due to the poten-
tially small signals and the resulting high trigger rate. A longer record length would
allow a post-processing search, which simplifies background identification, however, its
implementation into a low-power DAQ system is not easily possible.
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7.4 Consequences for experiments

After having studied dependencies of the muon flux predictions on hadronic interaction
models, composition, and instrumental details to set the stage of the uncertainties in
the flux predictions, experimental consequences and mitigation strategies can be dis-
cussed.

It will investigated whether neutrino and muon flux predictions can be treated as in-
dependent (Section 7.4.1), whether neutrinos and muons can be distinguished based on
their experimental signature in terms of expected rates, energy or zenith distribution
(Section 7.4.2), and whether radio detectors can be used to measure the prompt muon
flux at 100 PeV energies and above (Section 7.4.3).

7.4.1 Possible connection between muon flux and neutrino flux

In Section 7.1.4, it was established that the muon flux strongly depends on the cosmic
ray composition at Earth, specifically the proton fraction, which is in turn related to the
cosmic ray composition at the sources. The production of cosmogenic neutrinos is also
influenced by the cosmic ray composition, as ultra-high energy cosmic rays interact
with the cosmic microwave background and the extra-galactic background light [72].
Moreover, the proton component plays a significant role in the generation of neutrinos,
since protons produce more neutrinos than heavier nuclei when propagating through
the Universe [237, 238]. This raises the question whether background and signal can be
treated as independent from each other.

In the following analysis, different cosmic ray compositions consistent with the Auger
published data from 2019 are assumed and evaluate the resulting neutrino and muon
events for an in-ice radio neutrino detector. The galactic component by Thoudam (de-
noted T) is combined with three extra-galactic components by Heinze et al. [229]: the
best fit (Hbest fit) with a maximal rigidity R = 1.58 × 109 GeV, a source evolution param-
eter m = 4.0, and spectral index 𝛾 = -0.7; a fit with a flat source evolution (Hflat evol:
R = 2.81 × 109 GeV; m = 0.0; 𝛾 = 0.75) and a fit with a high maximal rigidity (Hhigh Rmax:
R = 4.46 × 109 GeV; m = -5.6; 𝛾 = 1.6). As the fits are supposed to resemble the measured
cosmic ray composition on Earth, the resulting muon flux is expected to be similar, but
the large measurement uncertainties still leave room to accommodate different interpre-
tations. The neutrino flux is calculated using the method described in [229], while the
muon flux is calculated using the Matrix Cascade Equations, as detailed in Section 7.1.2.
The result is shown in Figure 7.12. While the different models alter the numbers of de-
tected muons by only a factor of two, the variation in the number of detected neutrinos
changes by about a factor of ten. Since the galactic component stays unchanged, this
means that only a small influence of the extra-galactic component is visible in the muon
flux. The flux differs strongest at muon energies above 107 GeV, which is in agreement
with the expected transition region from galactic to extra-galactic cosmic rays.

In other words, most muons at the relevant energies are generated by cosmic rays of
108 GeV to 109.5 GeV while cosmogenic neutrinos relevant for radio neutrino detectors
stem from cosmic rays of above 1010 GeV. This can also be seen in the fact that the change
in muon number is significantly smaller than in the neutrino number from the same
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Figure 7.12: Expected event rate for muons (left) and neutrinos (right) for the same cosmic ray compositions in an
RNO-G like detector with 35 station and a deep 2.5𝜎 trigger. Shown are three different extra-galactic components
by Heinze [229] (best fit, high maximal rigidity and flat evolution) combined with the same galactic component by
Thoudam [227].

models. This means that the muon background expectation can in general be treated
independently from the neutrino production models. Of course, keeping in mind that
some model-dependent cases are imaginable, where background and signal need to be
considered together, in particular when including new physics.

7.4.2 Observational signatures

The practical implications for neutrino observations and analyses with a radio neutrino
telescope will be considered. The observational signature for in-ice radio neutrino de-
tectors is an electric field whose amplitude is proportional to the shower energy. The
signal strength depends on the fractional energy which is deposited in the shower, so the
shower energy rather than the muon or neutrino energy is the relevant observational
quantity. The shower energy (which requires a reconstructed vertex distance and view-
ing angle, see e.g. [108, 234] for details), together with the arrival direction are likely
the only two reconstructed quantities that can be used to distinguish signal from back-
ground, unless a veto from air shower tagging or multiple station/pulses coincidences is
possible.

The detected arrival directions of muon and neutrinos differ only slightly, as shown in
Figure 7.13, because they are dominated by the detector geometry, which is also illus-
trated by the different shape of the distributions for shallow and deep component. This,
however, prohibits a distinction between muons and neutrinos on an event-by-event
basis and complicates it even using the whole distributions at low statistics. The only
unique signature of neutrinos is an arrival direction > 90° zenith, since muons get ab-
sorbed in the Earth. However, this is only a very small fraction of the expected events.

To summarize, Figure 7.14 combines the most conservative and optimistic models for
muon and neutrino predictions for an RNO-G like detector in terms of shower energy.
In the most conservative case, an RNO-G like detector will detect 0.07 muons a year
(0.16 muons with a 1.5𝜎 trigger), and in the most optimistic case, only 0.002 muons (0.01
muons with a 1.5𝜎 trigger). While there are thus differences in the extreme case of 𝒪(30)
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Figure 7.13: Comparison of the zenith arrival direction of triggered muon (pink) and triggered neutrinos (purple)
with a 2.5𝜎 deep trigger (left) and a 2.5𝜎 shallow trigger (right). The line styles indicate different energy ranges: from
3 × 107 GeV to 3 × 108 GeV (dashed) and from 3 × 108 GeV to 3 × 109 GeV (solid).

between the muon predictions, current neutrino flux predictions in contract vary by
more than a factor of 𝒪(150).
The combination of Sibyll-2.3c as hadronic interaction model and the Global Spline Fit
(GSF) yields the highest muon rate, the theoretically driven model T+H is approximately
a factor two lower. QGSJet-II.04 combined with T+H and the proton-poor cosmic ray
composition of H3a together yields almost no muons. Recall that QGSJet-II.04 does not
include charm which results in an underestimation of the muon flux above PeV ener-
gies, where the prompt muon component dominates. The differences using Sibyll-2.3c
and GSF, and T+H respectively are therefore likely a better estimate for the uncertain-
ties of the muon event rate, reducing the uncertainty budget to a factor of 2, keeping in
mind that Sibyll-2.3c still does not model all components of the muon production. The
neutrino flux predictions are influenced by source and propagation modeling, as well as
the cosmic ray composition, as indicated by the two predictions for the composition as
reported by the Pierre Auger Collaboration and the Telescope Array (TA). Without addi-
tional experimental evidence the entire neutrino parameter space has to be considered
equally likely for discovery experiments.

Themaxima of themuon distributions predicted in all considered scenarios are at around
107 GeV and fall steeply towards higher energies. Above 108 GeV all shown neutrino
predictions are higher than the muon expectation, which provides an avenue towards
a possible analysis cut at high energies. A recent study of the discovery potential for
the diffuse flux of ultra-high energy cosmic neutrinos also showed the usefulness of
using the reconstructed shower energy as a discriminator for the atmospheric muon
background [239].

In addition, it should be noted that all showers with an energy < 106 GeV have their
vertex position within 20m radius of the deep antenna. While the community is push-
ing towards lowering the energy threshold of detectors to gain an overlap to existing
(optical) experiments, the current simulations make a number of approximations which
are no longer completely valid in these cases, e.g. observing the far field of the radio
emission, the separation of emission and propagation, and a constant index of refrac-
tion in the emission zone. The predictions of event rates at low energies therefore carry



108 7 Atmospheric muons

106 107 108 109

 in-ice shower energy [GeV]
10 5

10 4

10 3

10 2

10 1

100

# 
at

m
 

 p
er

 y
ea

r a
nd

 3
5 

st
at

io
ns

Sibyll 2.3c + GSF:  = 0.067
Sibyll 2.3c + T+H:  = 0.035

QGSJet-II-04 + T+H:  = 0.004
QGSJet-II-04 + H3a:  = 0.002

106 107 108 109

 in-ice shower energy [GeV]
10 5

10 4

10 3

10 2

10 1

100

# 
 p

er
 y

ea
r a

nd
 3

5 
st

at
io

ns

Van Vliet et al. (TA):  = 2.73
Rodrigues et al.:  = 1.72
Fang&Murase:  = 0.77

IceCube ( : -2.37):  = 0.45
Van Vliet et al. (Auger):  = 0.22
T+H:  = 0.01

Figure 7.14: Left: Expectedmuon event rate for a 2.5𝜎 trigger in the deep component evaluating four extreme scenarios
in combining hadronic interaction model and cosmic ray composition as stated in the label. Right: Various predictions
for an expected neutrino event ratewith a 2.5𝜎 trigger in the deep component, including cosmogenic neutrinos (TA [72,
91, 240], Auger [72], T+H [227, 229]) and neutrinos from sources (Fang and Murase [241], Rodrigues et al. [242]).

additional uncertainties. However, Figure 7.14 also shows that the background prob-
lem likely becomes larger at low energies, in particular since the muon flux rises much
more steeply towards lower energies than the neutrino flux predictions. This is shown
in a different way in Figure 7.15, which illustrated potential minimum energy cuts that
could be imposed to gain a cleaner neutrino sample. For instance, cutting at a shower
energy of 107.5 GeV would retain 80% or more of all expected neutrinos, but improve the
signal-to-background ratio with a factor of 5 − 10 depending on the model. This in turn,
however, raises the question how successful an extension of the detector sensitivities to
lower neutrino energies can be, given the increasing muon background.

7.4.3 Measuring the muon flux

Finally, one can invert the approach taken above and ask whether radio detectors can
be used to measure the prompt muon flux above PeV energies. As shown in Figure 7.8,
across all energies and arrival directions, roughly 50% of the detected muons can be
related to an air shower that is also detected by the same instrument, meaning that a
clear identification of muon events will be possible. In the case of RNO-G, ∼0.3 tagged
muon events are expected in 10 years at a trigger threshold of 2.5𝜎 based on Sibyll-2.3c
and GSF. Hence, the array will be too small to make a probable detection of a muon
over the planned operation time. Even with an optimized trigger to 1.5𝜎 noiseless signal
equivalent, the largest flux predictions (Sibyll-2.3c and GSF) still predict < 1 tagged
events in 10 years of operations. In addition, all muon signals will be very close to the
threshold and thus the yet unknown analysis efficiency, as well as unstudied properties
of the near-surface ice will have to be considered to solidify this number.

However, future radio detectors are already being planned, in particular, IceCube-
Gen2 [135]. While the precise expected event numbers will depend on the details
of the detector such as the exact hardware implementation of the trigger, bandwidth of
the system, and analysis efficiencies, at this point an estimate is already possible. Using
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the detector configuration and trigger settings as foreseen for IceCube-Gen2 [92] which
includes a full simulation of the phased array trigger system, the atmospheric muon
rates were simulated and find that IceCube-Gen2 will observe ∼1.9 tagged muon events
in 10 years for the currently highest flux expectations of Sibyll-2.3c and GSF and ∼0.1
for QGSJet-II.04 and H3a. With an optimized trigger, one can envision improving on
these numbers to reach an expectation significantly > 0. This would allow the in-ice
radio array of IceCube-Gen2 to provide the first measurements of the prompt muon flux
at 10 PeV. The expected muon background as a function of shower energy and incident
direction for all cosmic ray composition and interaction models discussed in this study
are published as supplemental material of [243], so that this forecast can be incorporated
in future analyses such as [239].

7.5 Intermediate conclusion and outlook

The ultra-high energy muon flux is highly dependent on hadronic interaction models
and the proton fraction of cosmic ray composition. Sibyll-2.3c currently provides the
most complete hadronic interaction model for these high energies, since it considers
the conventional component, the contribution from charmed hadrons and muons from
unflavored mesons, neglecting only the subdominant contribution from B-mesons and
photo-conversion into muon pairs. An explicit muon flux prediction from pQCD above
10 PeV is lacking, leaving experiments with large uncertainties on their prediction of the
high-energy muon rate. The main uncertainties arise from the unknown charm cross-
section, which is not accessible in current particle colliders. Judging by the variations
in pQCD prediction for the muon neutrino flux [214, 244] there is a sizable uncertainty
and more work from the theoretical side would help to establish better predictions for
the muon background.

The cosmic ray composition influences the muon rate mostly through the parameter
of the proton fraction. Changing from a proton-rich to a proton-poor model, yields a
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difference of a factor of two in flux prediction.

The total observed flux is very sensitive to instrument geometry and in particular trigger
settings. An RNO-G like detector will, at full completion, observe about 0.07 muons per
year, using the Sibyll-2.3c prediction and a 2.5𝜎-threshold. At a trigger of 1.5𝜎 this
number would rise to 0.16 muons per year. These numbers should be compared to the
very uncertain flux predictions for neutrinos, which are ranging from 2.7 neutrinos to
0.01 neutrinos per year in RNO-G.

Since both the neutrino and muon fluxes depend on the proton fraction of the cosmic
ray composition, it was studied whether they are correlated. It could be shown, that
muon and neutrino flux predictions mostly decouple. Most ultra-high energy muons
stem from cosmic rays at energies lower than those that cause the cosmogenic neutrino
flux. On the downside, one can therefore not reduce uncertainties through a combined
treatment of signal and background.

A possible mitigation strategy is to detect cosmic rays and thereby identify muon events:
if the parent air shower of the muon can be detected, it provides a signature unique to
muon events. In a detector with shallow antennas, such an air shower tagging is possible
directly, using the same system. The efficiency of this mechanism is energy and arrival
direction dependent with good efficiency for showers with zenith angles lower than 55°
and muon energies above 109 GeV. One could consider adding a more closely spaced
array in shallow-only stations for RNO-G, which will likely improve the veto efficiency
for less inclined showers. However, for high efficiency, such an in-fill array would have
to have a spacing of 𝒪(100)m, making it too dense to be feasibly installed.

A discrimination between muon and neutrino signals only based on the arrival direction
is unlikely, as the distributions follow mostly the detector acceptance. It is, however,
likely that neutrinos and muons show a different energy spectrum. The muon flux will
likely not be measurable above 109 GeV shower energy, already being smaller than most
neutrino fluxes at 108 GeV shower energy. The obtainable resolution of the shower en-
ergy of radio neutrino detectors is expected to be better than a factor of two [234], which
seems sufficient to assign a significant signalness probability for high energy events.
Combined with an air shower veto, which is most efficient at high energies, this should
allow for a relatively background-free neutrino shower detection above 108 GeV.

An RNO-G-like detector is likely too small to make a first measurement of the prompt
muon flux at energies above 10 PeV. This could be done by using those muons that are
identified as stemming from an air shower, but the expected number of these kinds of
events is < 1 in 10 years. However, a much larger detector like the planned radio array
of IceCube-Gen2 has the potential for the first muon measurements at these energies.
Given the incompleteness of current hadronic models and lacking pQCD predictions for
muons at these energies, a directmeasurementwill provide important additional handles,
in particular on forward charm production in QCD. Measuring the muon background
will also contribute to our understanding of cosmic ray composition.
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The focus of this work is the precise estimate of the event rate of air showers and atmo-
spheric muons in RNO-G.

For this purpose, the signal chain of the shallow detector component, i.e. the signal
path from electric field in the air, to antenna and digitization and its diode trigger has
been characterized. The trigger used for air shower detection consists of a diode circuit
for signal smoothing and a discriminator for threshold evaluation. Both components
are optimized for low power consumption and introduce uncertainties: the diode signal
is non-linear in amplitude and depends on the bias voltage of the diode, the incoming
pulse shape, and the temperature. The behavior of the discriminator at the low voltages
used in RNO-G is not specified by the manufacturer, so one has to rely on calibration
measurements. The laboratory studies indicate that the diode trigger is able to trigger
on cosmic ray signals close to thermal noise given a well-tuned threshold. In the field,
a channel-by-channel adjustment of the threshold is necessary. The servo mechanism
continuously regulates the threshold according to a set scaler rate. Therefore the thresh-
old adjustment on noise is not a problem for the operation of the detector. However, it
will result in an additional step in the analyses to predict the number of expected cosmic
rays. Using the internal signal generator in pulse mode would allow in-situ calibration
of the trigger, but is currently not implemented in the firmware. The trigger threshold
obtained in the laboratory is (30±10) 𝜎power int. The 𝜎power int is the standard deviation of
the power integrated trace over 11 ns within the trigger frequency band of 80MHz to
200MHz that approximates the trigger path. Analyzing the full band and the simple
amplitude divided by the standard deviation of the noise, this corresponds to a thresh-
old of (4±0.5) 𝜎 . Pre-deployment testing of the Radiant digitizer board showed that the
boards differ by about 0.3𝜎 in their trigger efficiency. The recorded amplitudes vary by
0.5𝜎 , even when recorded with the same board, this includes variation of the transmitted
signals and digitization, without trigger.

Modeling the Radiant trigger and its threshold setting for air shower simulations poses
some difficulties. As mentioned before, the threshold depends on the present noise level
to avoid high data rates. Therefore, the noise must be accurately simulated to obtain
an appropriate trigger threshold. A comparison of the noise present during detector
operation shows that variations between the stations are larger than the differences to
the simulation assuming thermal noise of 230K and Galactic noise, which dominates up
to 200MHz

The Monte Carlo simulations of air showers, together with the detector response of
RNO-G and the Radiant trigger as characterized in the laboratory, show that RNO-G
can measure cosmic rays. The predicted event rate is 5+5−2 air shower per day and seven
stations, with an energy threshold of 1017 eV. The dominant uncertainty is the setting
of the trigger threshold. The trigger efficiency and therefore the detection efficiency
of cosmic rays depends strongly on the energy. The measured amplitude of the elec-
tric field also depends on the zenith angle of the air shower and the distance between
the shower core and the detector station. More inclined showers cover larger areas,
but at the same time their radio emission becomes weaker at a given antenna position.
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Therefore, inclined showers are only visible above a certain energy, while more vertical
showers are less likely to be close enough to a station. A trigger efficiency close to 100%
is achieved when the shower core is within a distance of 200m and at energies exceeding
3.16 × 1017 eV. Therefore, a denser array increases the event rate significantly.

Air shower remnants are a less studied background to which RNO-G is sensitive. An
ultra-high energy muon originating from an air shower can penetrate the ice and in-
duce a particle cascade which is similar to a neutrino induced particle cascade in ice. A
prediction of the exact event rate is difficult, since the muon flux above PeV energies is
highly dependent on hadronic interaction models and the cosmic ray composition.

At energies above 1 PeV, prompt muons dominate the flux with contributions from
charmed hadrons, unflavored mesons, B-mesons and photo-conversion into muon pairs.
An explicit muon flux prediction from pQCD above 10 PeV is lacking. The main uncer-
tainties arise from the unknown charm cross-section, which is not accessible in current
particle colliders.

The cosmic ray composition influences the muon rate mostly through the parameter
of the proton fraction. Changing from a proton-rich to a proton-poor model, yields a
difference of a factor of two in flux prediction.

The muon event rate is very sensitive to instrument geometry and in particular trigger
settings. An RNO-G like detector with 35 stations observes 0.07 muons per year (2.5𝜎-
trigger threshold) or 0.16muons per year (1.5𝜎-trigger threshold). These numbers should
be compared to the very uncertain flux predictions for neutrinos, which range from
2.7 neutrinos to 0.01 neutrinos per year.

Since both neutrino and muon fluxes depend on the proton fraction of the cosmic ray
composition, it was investigated whether they are correlated. It was shown that muon
and neutrino flux predictions mostly decouple. Ultra-high energy muons tend to stem
from cosmic rays at energies lower than those that cause the cosmogenic neutrino flux.
Therefore the uncertainties cannot be reduced by a combined treatment of signal and
background.

A possible mitigation strategy to neutrino-muon confusion is the detection of the air
shower from which the muon originates and thereby identify in-ice particle cascade
as originating from a muon. The efficiency of this mechanism is energy and arrival
direction dependent with good efficiency for showers with zenith angles lower than
55° and muon energies above 109 GeV. A smaller spacing is likely to improve the veto
efficiency.

Muons and neutrinos show different energy spectra which should in combination with
an air shower veto allow for a relatively background-free detection of neutrino induced
shower above 108 GeV

A larger detector like the planned radio array of IceCube-Gen2 has the potential for the
first muon measurements which would provide a handle on forward charm production
in QCD and contribute to our understanding of the cosmic ray composition.
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